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User-centrism in wireless networking

Abstract
This dissertation delves into various aspects of user-centrism in today’s wireless net-
working landscape. We reconsider the traditional operator/provider-centric view of
wireless networking by proposing user-centric solutions to problems along three re-
search dimensions: (i) wireless access, (ii) provision of communication services, and
(iii) information collection to be used, among others, for network management pur-
poses.

In particular, we first demonstrate cases when users become (micro-)providers of
network access themselves. Community wireless networks, where community mem-
bers share the wireless infrastructure and build wireless mesh networks are one ex-
ample. We propose a classification of public wireless access schemes and, based on
empirical data, discover power-law behavior in their structure. We then focus on the
design and implementation of a Wi-Fi sharing protocol on top of resource-constrained,
low-cost user devices.

Based on this Wi-Fi sharing scheme, we show how user-provided mobile multime-
dia services can be built in an autonomous, secure, private and decentralized way.
We tackle security threats and address legal concerns by proposing a tunneling-based
communication scheme with minimal dependence on centralized infrastructures for
signaling. We demonstrate the feasibility of secure, user-centric VoIP services to
operate on low-cost, off-the-shelf equipment, using a Quality-of-Experience-driven
experimental methodology to estimate upper bounds on VoIP capacity in our archi-
tecture.

Finally, we approach issues of optimizing the operation of the wireless infrastruc-
ture in a user-centric way, where discovering the wireless topology (a first step towards
reconfiguration and interference mitigation) is crowdsourced to roaming users. We
design techniques to counter potential attacks by untrusted users, while we design
and implement an architecture based on recently standardized technologies, such as
IEEE 802.11k. We derive analytic expressions on the topology discovery accuracy of
our scheme, showing that a user-centric scheme can offer more than 2× performance
improvement over an infrastructure-centric scheme in realistic scenarios, even in the
presence of large ratios of attackers.
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Επιβλέπων Συγγραφέας
Καθ. Γεώργιος Πολύζος Παντελής Φραγκούδης

Χρηστοκεντρικότητα στην ασύρματη δικτύωση

Περίληψη

Το αντικείμενο αυτής της διατριβής είναι ο ρόλος του χρήστη σε διάφορα θέ-
ματα ασύρματης δικτύωσης. Η παραδοσιακή θεώρηση αντιμετωπίζει το χρήστη
ως καταναλωτή και έχει τον πάροχο της υπηρεσίας στο επίκεντρο. Σύγχρονες
εξελίξεις όμως φέρνουν το χρήστη στο προσκήνειο με ενδυναμωμένο χαρακτήρα
και δημιουργούν τις συνθήκες για επανεξέταση του ρόλου του. Τέτοιες εξελίξεις
περιλαμβάνουν την αυξανόμενη ασύρματη κάλυψη εξαιτίας ασύρματων τοπικών
δικτύων που ανήκουν και ελέγχονται από οικιακούς χρήστες, ευέλικτες τεχνο-
λογίες στο οικιακό ασύρματο δίκτυο και τερματικές συσκευές με πολλαπλές
δυνατότητες. Ενδεικτική της ενδυνάμωσης των χρηστών είναι η εξάπλωση του
λεγόμενου “crowdsourcing,” δηλαδή της ανάθεσης ενός παραδοσιακά κεντρικο-
ποιημένου καθήκοντος σε–πιθανόν ανώνυμα ή ψευδώνυμα–πλήθη χρηστών.

Η στροφή προς το σχεδιασμό λύσεων με το χρήστη στο επίκεντρο πηγάζει
από την προσπάθεια για καλύτερη αξιοποίηση υποχρησιμοποιούμενων πόρων
των χρηστών αλλά και για εκμετάλλευση της κινητικότητάς τους και των υπο-
λογιστικών και άλλων δυνατοτήτων των συσκευών τους, ώστε να επιτυγχάνεται
αυτόνομη λειτουργία, μείωση της διαχειριστικής πολυπλοκότητας και παροχή
υπηρεσιών χαμηλού κόστους. Από την άλλη μεριά, η ανάγκη λειτουργίας σε
μη εξειδικευμένο εξοπλισμό χαμηλού κόστους και υπολογιστικών δυνατοτήτων,
χωρίς κεντρικό σχεδιασμό, εγείρει θέματα απόδοσης. Ταυτόχρονα, προκύπτουν
θέματα ασφάλειας και αξιοπιστίας λόγω της ανάθεσης καθηκόντων σε εξ υπο-
θέσεως μη έμπιστους χρήστες και έλλειψης κεντρικού ελέγχου. Αυτή η εργασία
αποσκοπεί στο να προτείνει σχήματα που εκμεταλλεύονται τα πλεονεκτήματα
που προσφέρει η χρηστοκεντρικότητα, ταυτόχρονα αντιμετωπίζοντας προκλή-
σεις αποδοτικότητας, ασφάλειας και αξιοπιστίας.

Στο πλαίσιο αυτό, έχουμε ορίσει ένα σύνολο από αρχές στις οποίες λύσεις
επικεντρωμένες στο χρήστη πρέπει να είναι πιστές: (i) ο χρήστης πρέπει να
παρουσιάζεται ενδυναμωμένος, (ii) το κόστος λειτουργίας να μειώνεται, (iii) η
λειτουργία να είναι αποκεντρωμένη και (iv) η συμμετοχή των χρηστών ανοικτή,
(v) λαμβάνοντας πάντα υπόψη θέματα ασφάλειας και αξιοπιστίας.

Η έρευνά μας στην περιοχή της χρηστοκεντρικής ασύρματης δικτύωσης τοπο-
θετείται σε τρεις άξονες: (i) την παροχή ασύρματης πρόσβασης, (ii) την παροχή
υπηρεσιών επικοινωνίας, με έμφαση στις υπηρεσίες φωνής και (iii) τη συλλογή
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πληροφορίας από τους χρήστες για το ασύρματο περιβάλλον, η οποία μπορεί
να αξιοποιηθεί από μηχανισμούς διαχείρισης και βελτιστοποίησης της λειτουρ-
γίας του δικτύου. Στην διατριβή αυτή δίνουμε απαντήσεις σε μια σειρά από
ερωτήματα σε καθένα από αυτούς τους ερευνητικούς άξονες.

Στην περιοχή της παροχής ασύρματης πρόσβασης, μελετούμε ασύρματες κοι-
νότητες ανά τον κόσμο ως προς τη δομή και τη λειτουργία τους, προτείνουμε μια
κατηγοριοποίησή τους και ανακαλύπτουμε εκθετικούς νόμους στη δομή τους.
Στη συνέχεια, ασχολούμαστε με θέματα διαμοιρασμού ασύρματης πρόσβασης
και ειδικότερα με τις τεχνικές λεπτομέρειες του σχεδιασμού και της υλοποίη-
σης ενός τέτοιου πρωτοκόλλου, με στόχο την εκτέλεσή του σε περιορισμένων
δυνατοτήτων οικιακό εξοπλισμό.

Με αυτό σαν βάση, προτείνουμε μια αρχιτεκτονική ασφαλών επικοινωνιών
ειδικά για τέτοια περιβάλλοντα πρόσβασης. Προτείνουμε ένα σχήμα ασφάλειας
βασισμένο σε τεχνολογίες “tunneling,” το οποίο εξασφαλίζει την επικοινωνία
πάνω από μη έμπιστα ασύρματα οικιακά δίκτυα, αλλά και λύνει ως ένα βαθμό
νομικά ζητήματα που προκύπτουν όταν κανείς μοιράζεται το δίκτυό του με
αγνώστους. Επίσης, μελετούμε το αντίκτυπο των χρησιμοποιούμενων μηχανι-
σμών ασφάλειας στην ποιότητα της εμπειρίας των χρηστών υπηρεσιών φωνής,
ειδικά όταν μηχανισμοί ασφάλειας υλοποιούνται σε απλό, μη εξειδικευμένο,
περιορισμένο υπολογιστικά οικιακό εξοπλισμό.

Τέλος, σχεδιάζουμε και υλοποιούμε μια αρχιτεκτονική για τη συλλογή πλη-
ροφοριών για την ασύρματη τοπολογία βασισμένη στην αρχή του crowdsourcing.
Ο σχεδιασμός μας βασίζεται εν μέρει σε προτυποποιημένες τεχνολογίες, όπως
είναι το πρότυπο IEEE 802.11k, για το οποίο για πρώτη φορά αντιμετωπίζουμε
συγκεκριμένες επιθέσεις και προτείνουμε και υλοποιούμε πρακτικές μεθόδους
αντιμετώπισης. Συγκεκριμένα, εφαρμόζουμε ένα μηχανισμό φήμης για την αντι-
μετώπιση επιθέσεων κατά τις οποίες χρήστες υποβάλλουν ψευδείς πληροφορίες
και δίνουμε αναλυτικές εκφράσεις για την απόδοση του συστήματός μας ως
προς την ακρίβεια με την οποία ανακαλύπτει την ασύρματη τοπολογία. Ποσο-
τικοποιούμε τα πλεονεκτήματα της προσέγγισής μας σε σχέση με μια προσέγ-
γιση στην οποία οι χρήστες δε συμμετέχουν στη συλλογή πληροφοριών (παρά
μόνο τα κεντρικά ελεγχόμενα ασύρματα σημεία πρόσβασης), δείχνοντας ότι η
χρηστοκεντρική προσέγγιση οδηγεί σε υπερδιπλάσια απόδοση σε ρεαλιστικές
συνθήκες και για πολύ μεγάλα ποσοστά επιτιθέμενων χρηστών.
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Chapter 1

Introduction

In this Chapter we lay the background for our work, focusing on recent advances
and shifts towards putting the user at the center of the wireless networking land-
scape. We present our thesis and contributions with respect to user-centric wireless
networking, which we approach along three research dimensions: (i) utilization of
user-provided infrastructure, where networks are built based on the contributions of
individual micro-providers1, (ii) development of service architectures designed with
such user-provided wireless networks in mind, and (iii) activating users as providers
of information about network topology and conditions, and, in particular, as to the
conditions in the radio environment, which can be vital input for a diverse set of
applications and services (ranging from frequency planning to wireless positioning
services).

1.1 Background
The traditional view of communications has recently been disrupted by the evident

user empowerment in all aspects of the communication process. Traditionally, the
operator-centric view dominated, where users had a passive role as service consumers.
This view seems to change and the factors that have led to this shift are numerous.

Hand-in-hand with the revolution in current Internet usage trends, where we wit-
ness a vast increase in the volume and popularity of user-generated content, a new
communication paradigm, where users have a central role, has emerged. With the
advent of low-cost, ubiquitous, and easy to install and configure wireless equipment,
but most importantly, protocols that operate in unlicensed spectrum, users can effec-
tively acquire the dual role of becoming service consumers and providers at the same
time. This fact has the potential of bringing up new disruptive technologies, where
users can enjoy low-cost wireless connectivity via the infrastructure provided by a

1The terms micro-provider and micro-operator will be used interchangeably and denote individu-
als who take up the role of the access service provider at a small scale, using their private equipment
and resources.

1
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heterogeneous crowd of micro-operators. As a matter of fact, communities of users
who use low cost wireless equipment for free interconnection, without the need for a
provider, have emerged since the early 2000s [40], when the potential of standards for
Wireless Local Area Network (WLAN) connectivity began to stand out.

The following key developments and observations are indicative of the shift to-
wards a user-centric view of networking, but also form the basis to propose user-centric
approaches to issues that were traditionally tackled in a more strict, centralized, and
operator-oriented manner.

Increased user-based wireless coverage WLANs often cover significantly larger
area than intended. With their proliferation, Wi-Fi signals pervade modern densely
populated urban areas. Most of these networks are managed by individuals, adding
to those operated within corporate premises, campus environments, or other public
spaces. Coverage is such that is is possible to build a business based just on the
presence of Wi-Fi networks and not their communication capabilities. For instance,
Skyhook [112], among others, offers a GPS-less Wi-Fi-based positioning service, also
applicable to indoor environments where GPS is not available, and with often better
performance than GPS in very dense urban environments. Increased Wi-Fi cover-
age gives rise to the question of whether such user-provided infrastructure could be
harnessed to offer a low-cost, ubiquitous wireless access solution that could rival or
complement (as a best-effort alternative) 2G/3G/4G cellular services.

Flexible technologies for the wireless home network The technical means to
answer the question whether user-based wireless access can offer alternatives to tradi-
tional cellular services exist. Off-the-shelf wireless equipment for the home network,
available at low cost, is capable of performing far more tasks than simply forwarding
user traffic to/from the Internet via a fixed broadband connection. Home wireless
routers powered by open-source software have both the necessary flexibility to in-
stall custom software, but also potential spare memory and CPU cycles to run more
demanding applications.

Versatile technologies at the user end On the other hand, handheld devices
have far more capabilities than accomplishing cellular-based phone calls or exchanging
SMS text messages. Instead, apart from the apparent increase in processing power,
they come equipped with multiple network interfaces (Wi-Fi, 3G, 4G, Bluetooth),
high-quality displays, but also with versatile sensing devices, such as motion sensors,
cameras and GPS receivers. Also, flexible operating system platforms, such as Google
Android and Windows Phone 7 have enhanced application development for mobile
environments. The sensing and communication capabilities of modern devices, com-
bined with the inherent user mobility make them powerful platforms to acquire and
communicate information about user environment and context, thus giving rise to
crowdsourcing.
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The rise of crowdsourcing Crowdsourcing is a term coined by Jeff Howe as of
2006 [52] to describe a shift towards exploiting user capabilities to “outsource” tasks
to (potentially anonymous) crowds; a variety of tasks that would traditionally need
significant investment on infrastructure and time can now be delegated to lots of
users, who can use their mobile devices with advanced communication, computation
and sensing capabilities. Such tasks range from urban sensing [24] to collecting infor-
mation about the radio environment that can be used for optimization purposes. A
significant part of our work focuses on the latter.

User-centrism in Internet usage We make a final observation that is not di-
rectly related with the body of our work, but showcases user empowerment, as far as
Internet usage is concerned. It is evident that user-generated content (and not only
user-distributed, as is the case for content distributed without the mediation of its
originator, e.g., software, movies or music exchanged using peer-to-peer technologies
like BitTorrent) takes up a significant share in today’s Internet traffic. Such traf-
fic includes web-accessible multimedia content (e.g., videos captured or authored by
users, photos, etc.) and interactions via social networking media.

One should note that building infrastructure and services based on user contribu-
tions poses a new set of challenges, which are addressed in this work. First, user-
provided equipment is typically inexpensive and resource-constrained, standing at the
opposite side of powerful and costly infrastructure deployed by operators. Second,
users often do not have the technical expertise, cannot spare the resources and time,
and lack central control when it comes to configuration decisions, optimizations and
planning operations. Therefore, user-provided services, be they connectivity-related,
application-oriented, or having to do with content and information provision are as-
sumed to operate in a self-organizing, best-effort style, also due to the unpredictabil-
ity and variability in user behavior and participation. Designing and implementing
user-centric protocols, mechanisms and services, thus, involves addressing significant
performance challenges.

Furthermore, crowds of users pooling their resources, executing a distributed task,
offering a service or collecting information, cannot always be assumed trustworthy.
They are typically not legally bound by contracts and service-level agreements, and
are expected to behave strategically, without excluding the potential of purely ma-
licious behavior. In the environment we envisage, user identification is not always
to be assumed strong; while this enhances anonymity and privacy and reduces iden-
tity management overhead, it calls for careful design of mechanisms and additional
protection measures.
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Figure 1.1: Aspects of user-centric wireless networking: User empowerment is evident
along the dimensions of user-provided wireless access, service provision and assisting
in optimizing network operation. Across all dimensions, our work adheres to the
principles of decentralization, open access, security and low-cost operation.

1.2 Thesis
We focus on various expressions of user-centrism in wireless networking. In par-

ticular, we approach the issues of (i) wireless access, (ii) multimedia service provision,
and (iii) information provision for infrastructure reconfiguration from a user-centric
perspective. Our thesis is that users can become active as providers, at the access,
service, and information levels. We present cases where such behavior has emerged
and led to the development of infrastructure sharing wireless communities and then
we develop and evaluate user-provided multimedia communication services on top of
such communities. At the same time, we put the user at the center of the process of
collecting information about the conditions in the radio environment, an important
first step before network reconfiguration mechanisms are put in effect to improve
performance. Figure 1.1 presents our overall view towards user-centric networking.

1.2.1 Research axes
Our work is positioned along the following three research dimensions.

User-provided wireless infrastructure and network access

Since the emergence of the IEEE 802.11 family of standards, and as the technol-
ogy matured, a trend towards open wireless access has been evident. Operation in
unlicensed bands and the low cost of WLAN equipment, coupled with the enthusiasm
and self-organizing spirit of some users have helped towards the direction of building
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community-based wireless access schemes for open connectivity. We believe that it
is important to document this manifestation of network building and get a deep un-
derstanding on the internal workings of such communities, both technology-wise, but
also from a socioeconomic perspective. It is also significant to attempt to model some
of their structural properties in a formal way, based on empirical data, i.e., based on
examples of existing large-scale wireless community networks. This will facilitate the
evaluation of services and protocols to be deployed on top of them.

User-centric multimedia services

Prior work [29] suggests that user-centric wireless networks may be the answer to
the question of providing low-cost open wireless access, complementing cellular Inter-
net services (e.g., 2/3G) for nomadic users. Designing architectures to provide secure
end-to-end communication for user-provided wireless networks would add value to a
user-centric wireless access scheme and could probably be a necessity in order for the
latter to achieve wide adoption. For such architectures, achieving acceptable Quality
of Experience (QoE) for multimedia services, while at the same time offering strong
security and privacy levels, as well as operating at a low cost, on top of commodity
wireless equipment are challenges which this work faces.

User feedback for optimized network management

Our position is that users should have an active role in the process of optimiz-
ing the operation of the wireless networks they access. The wireless access schemes
we focus on are based on the premise of operation in unlicensed bands. Due to
the density of WLAN deployments and unlicensed spectrum scarcity, the problem
of interference has recently been aggravated and calls for sophisticated interference
mitigation schemes. In order to provide optimized operation, it is important to ac-
quire feedback as to how users perceive wireless coverage and interference. Thus,
a user-centric scheme for collecting radio information at client spots is necessary
and would offer significant advantages compared to infrastructure-centric schemes,
where spectrum measurements are carried out solely by APs (Access Points). We
propose an architecture for collecting wireless topology/coverage information, where
the task of monitoring is crowdsourced to roaming users. Users, however, should
not be considered trustworthy and their feedback should be carefully evaluated as
to its validity, since they could engage in fraudulent reporting. For specific types
of centrally managed wireless deployments, we believe that such reporting attacks
could be countered by simple consensus-based schemes, effectively filtering fraudu-
lent information. Trustworthy measurements by the managed infrastructure and the
application of a reputation-based scheme to appropriately weigh user feedback assist
in more accurately discovering Wi-Fi topology, tackling reporting attacks.
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1.2.2 Principles
Our approach to user-centric wireless networking is based on the common ground

of a set of principles which the solutions we propose should adhere to. These principles
are stated below.

The user at the center

Throughout this work, our prime principle is that the problems we address should
be viewed under a user-centric perspective and the solutions we propose should pro-
mote the role of users, exploiting and showcasing user-empowerment.

Open access and participation

As far as network access is concerned, participation and use of the resources of the
community is open to all users. A user can join the community by contributing his
resources to the pool with the common goal of achieving wider network coverage and
enjoying low-cost access to the infrastructure when nomadic. To facilitate organic
growth and lift entry barriers to become a service provider, joining the user-centric
network should not involve the complexity of setting up contracts, while a loose and
decentralized user identification scheme is desirable. Provision of wireless network
access is also hindered by the need to acquire a license, a financial and managerial
burden impossible for a user to handle. Therefore, operation in unlicensed spectrum is
mandated2. Beyond wireless access issues, any user-centric solution should facilitate
and promote open and voluntary user participation.

Decentralization and distribution of tasks

This principle emerges in any aspect of user-centric networking we have consid-
ered in this work. Even though some functions (such as addressing and naming) may
be centrally managed, decentralization naturally emerges in user-provided wireless
networks at many layers. First, they grow organically by the contributions of in-
dividuals. Second, in the case of community wireless mesh networks, they operate
using decentralized protocols for routing (more or less as is the case for the Internet
itself). Content and services are user-provided, while end-to-end communication can
be achieved in a decentralized manner (see Section 4). As we show in Chapter 5,
information vital for wireless network management operations can be collected in a
decentralized manner, again empowering the role of users.

2Even if operating in unlicensed spectrum, though, a separate license would probably be necessary
in order to provide commercial telecommunication services.
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Security, trust and user rationality

When we design mechanisms and protocols, we do not assume that users are
benevolent. Often, one needs to deal with rational behavior which can lead a user to
strategic decisions that may violate protocols, or even with pure malice. In any case,
such user strategies can lead to attacks which the system designer should tackle. For
example, in a user-provided networking setting, trust between service providers and
consumers should not be assumed. Communication should be secure and private to
avoid attacks by untrusted peers. In the case of collecting information from users,
submitted feedback may not be trustworthy. Therefore, effective mechanisms should
be in place to evaluate reported information, filter potential fraudulent reports and
ensure that potential attackers cannot lead the system to a bad operating point.

Low-cost operation

A key principle in user-centric networking is operation at low cost. This is man-
dated by the need to amass infrastructure based on private resource contributions
of individuals who own and operate inexpensive home (not professional) equipment.
Decentralized service architectures can then be laid over this infrastructure and ac-
cessed for free and in a peer-to-peer manner. This can enable, for example, free
voice and multimedia communication over the user-provided wireless network. This
principle is in sharp contrast with the ISP-centric viewpoint; instead of a few large
providers, many micro-operators could offer a complementary best-effort service at
minimal cost.

1.3 Contribution
The main contributions of this dissertation are as follows:

− We study the emergence and evolution of Wireless Community Networks as a
prime example of placing the user at the center of wireless access provision.
In particular, we provide a classification of such public wireless access schemes
in two different dimensions, i.e., with respect to their architectural properties
but also the initiatives that drive their emergence and operation. We provide
insight as to the reasons that led to their emergence, sustainability and success
and, based on historical observations and present-day circumstances, attempt
to make predictions for their future.

− Based on data from existing large Wireless Community Networks, we discover
that some of their structural properties present power-law behavior; this obser-
vation can prove useful for deriving realistic structural models to be used in the
performance evaluation of services over such networks.
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− Focusing on community networks that can be built on the private contribu-
tions of individual WLAN owners by sharing Internet access via their private
hotspots, we design, implement and experimentally evaluate user-centric, de-
centralized, secure and private multimedia services. Using established Quality-
of-Experience evaluation methodologies, we show that even with off-the-shelf
WLAN equipment, it is possible to set up VoIP calls in a decentralized man-
ner, minimally relying on a centralized rendezvous infrastructure, using strong
security mechanisms and offering a level of location privacy to communicating
endpoints, protecting (i) call participants from eavesdropping by the provider
offering Internet access, and (ii) the provider himself from potential malicious
activities on behalf of anonymous visitors.

− We demonstrate the crucial role that users can play in the process of optimiz-
ing the operation of the wireless infrastructure by designing, implementing and
evaluating a user-centric architecture for collecting wireless coverage measure-
ments, which can be used by the network operator for planning purposes. We
propose a crowdsourcing approach, where users are requested to report on the
wireless conditions at their vicinity.

− We tackle simple, yet realistic attacks to the reporting process, which are rooted
in the fact that users cannot be assumed trustworthy. Our countermeasures
are based on consensus-based rules for evaluating user feedback. We propose
a reputation-based scheme which is tailored to centrally-managed wireless de-
ployments and show it to work well under various conditions.

− We implement a proposed topology discovery scheme on top of off-the-shelf
equipment and making use of standard protocols for authentication, security
and reporting. In particular, we utilize the IEEE 802.11i framework for user
authentication, authorization and accounting and implement a subset of the
IEEE 802.11k protocol for reporting radio resource measurements. We also
demonstrate that the attacks we study are feasible by implementing them in
modern Linux kernels.

− We analytically calculate the performance of the proposed user-centric scheme
and show it to significantly outperform AP-centric schemes, even in the presence
of large numbers of attackers. We have selected model parameters based on
data publicly available, as well as our own measurement campaign. We present
results on the topology discovery accuracy of our scheme for scenarios with
varying numbers of attackers and varying AP and client densities.
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1.4 Dissertation outline
The remainder of this dissertation is organized as follows: Chapter 2 presents an

overview of the state of the art in relevant research fields. Chapter 3 focuses on user-
provided wireless networks, where individuals share their infrastructure and resources,
becoming micro-providers and building wireless communities. The autonomous and
decentralized spirit which characterizes wireless communities is adopted in the design
we propose, implement and evaluate for secure multimedia services over user-provided
networks, as presented in Chapter 4. Chapter 5 deals with our third research dimen-
sion, namely involving users in collecting information about the radio environment
in a robust manner, in order to apply it, among others, for optimizing the operation
of the wireless infrastructure. Chapter 6 discusses various aspects of our work which
can lead to issues for further research, while Chapter 7 concludes with a summary of
our work and contributions in the area of user-centric wireless networking.



Chapter 2

State of the art

This thesis approaches three different issues whose common theme is that the
user is at the center and provides the wireless infrastructure, services, or information.
Another common point is the fact that we deal with security issues that may emerge
when dealing with self-interested users, for whom adherence to protocols cannot read-
ily be assumed. By its very nature, the area of user-centric networking is tangent to a
large set of heterogeneous research areas, including wireless networking, security and
trust, multimedia service provision, performance evaluation of services over wireless
links, and more. Figure 2.1 shows that our user-centric approach to wireless network-
ing lays at the intersection of various research fields. This section aims to provide a
short overview of the state-of-the-art in each of these relevant fields.

2.1 User-provided wireless networks
User-provided wireless access schemes have recently received research and commer-

cial attention. Based on the private contributions of individuals who operate Wi-Fi
equipment, architectures and systems are being proposed with the aim of building
resource sharing communities to achieve wide wireless coverage. Chapter 3 provides
a thorough survey on such initiatives and their operation.

Originally, research in the area focused on the technical aspects of building wireless
community networks, but attention soon shifted towards socioeconomic and incentive
aspects. A critical aspect of user-provided wireless networks is to design mechanisms
to encourage contribution while limiting attacks by selfish users who aim at free
riding. Efstathiou [30] proposed a fully decentralized scheme to this end. We provide
details on it and build a secure multimedia communications architecture on top of it
in Chapter 4.

FON [37] has followed a different architectural approach. It acts as a mediator
for the development of a Wi-Fi sharing community, centrally dealing with user au-
thentication and accounting. The role of such mediators as community providers is
modeled by Biczók et al. [15, 14]. They analyze their interactions with users and

10
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Figure 2.1: User-centric wireless networking is a research field relevant with various
heterogeneous areas.

ISPs in global-scale wireless community networks and explore the space of available
parameters (e.g., roaming cost, ISP’s profit share) to determine the benefits of each
player when joining the community. The authors present interesting results regarding
the role of ISPs: Arguing that ISP endorsement is important for the global scaling of
wireless communities, they find that depending on parameters set by the mediator,
they will either fully support or abandon (i.e., prohibit Wi-Fi sharing) the commu-
nity. This conclusion appears to be closely related to the terms of use adopted by
ISPs regarding broadband connection sharing over Wi-Fi.

Two significant issues pertinent to wireless communities are studied by Manshaei
et al. [80]. First, they study how initial community network coverage and user payoffs
and fees affect the evolution of the community. Second, they focus on the competi-
tion between licensed wireless access providers and community-based ones, which is
an important step towards answering whether wireless communities can be a viable
alternative (or complement) to licensed cellular networks.

Ai et al. [4] focus on a critical usability aspect; our approach [30, 31], but also
FON [37], require software installation at the AP side, while their scheme only requires
software updates at the client side. However, their work requires a central server,
which violates the decentralization requirement of our design.

Ben Salem et al. [106] propose a scheme for Wi-Fi roaming in which WISPs have
multilateral roaming contracts and register with a central authority that maintains
reputation records derived from QoS reports submitted by roamers.

The legal aspects of user-provided wireless access should not be neglected. Sithigh [116]
discusses how the adoption of open wireless access is hindered by a diverse set of legal
provisions. Legal issues can influence user participation and the adoption of commu-
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nity wireless technologies and should be carefully considered in system design. Often,
the terms of service of ISPs explicitly state that sharing one’s broadband Internet
connection is prohibited, although sharing-friendly ISPs exist [32]. Also, sharing
one’s Internet access with anonymous visitors may hold the host liable for potential
malicious activities by them. Our technical approach to this problem [42, 31] (see
Chapter 4) is based on tunneling: Users visiting untrusted Wi-Fi hotspots can tunnel
their Internet traffic through VPN gateways. On one hand, they are protected from
eavesdropping and, on the other hand, Wi-Fi owners are not liable for illegal activi-
ties by visitors, since the attacker can be traced back to the VPN gateway. Sastry et
al. [108] and Heer et al. [47, 46] present similar solutions.

2.2 Reputation systems
In environments where no assumption can be made about user “quality,” and

conformance to protocols and etiquette cannot be assumed, mechanisms need to be
in place to evaluate user behavior, build trust and encourage cooperation. Each
interaction involves hidden information about the quality of prospective participants.
A typical approach is to encode this information in a reputation value assigned to
each entity, which is an indication of the expected quality of the entity’s behavior.
For example, in electronic marketplaces such as eBay [28], prospective buyers check
the reputation of sellers (and vice versa) before they bid for an item. Reputations
are updated based on user feedback.

Ensuring honest feedback is a significant challenge. Papaioannou and Stamoulis [99]
propose a mechanism that encourages truthful ratings in a peer-to-peer system by
applying punishment in the event that ratings between two transacting peers do not
match.

Apart from electronic marketplaces, reputation mechanisms appear to be suitable
for a wide application domain, including spam filtering [103, 111], packet forwarding
in mobile ad hoc networks [19], and resource allocation [109], among others.

Reputations come to play in various aspects of our work, especially when it comes
to evaluating user supplied information and user behavior. In Chapter 4 we assume
a community-based Wi-Fi sharing scheme where access decisions are based on the
subjective estimation of consumer reputations (expressed in terms of service to the
community). In Chapter 5 we apply a reputation-based mechanism to weigh user
reports in a crowdsourced wireless topology discovery scheme: Reputations are a
measure of user trustworthiness, thus reports by reputable users have more weight.
Trusted reports by the wireless infrastructure are used as an additional means of
validating user reports. We apply an adaptation of a reputation metric proposed by
Papaioannou and Stamoulis [98], where user reputation is updated as follows:

r′ = βr + (1− β)1(success), (2.1)
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where r′ is the updated reputation value, β is the discounting factor for past trans-
actions and 1(.) is the indicator function. In our case, in the place of the indicator
function, we use the user’s score at each reporting round (see Chapter 5).

2.3 Wireless reconfiguration and self-optimization
schemes

2.3.1 Topology modeling and discovery
Topology representation

Mechanisms and algorithms that aim at optimizing wireless network operation,
but also location-based services, Wi-Fi-based positioning schemes, and handover plan-
ning, require information about network topology, that is, information about the
location and neighborhood of entities (base stations and users). Part of our work
focuses on building such an information database with robustness in a user-centric
manner. We designed a topology discovery architecture with mechanisms such as
channel assignment in mind, but we opted for a generic topology representation. In
particular, we model Wi-Fi topology as a weighted undirected Coverage Graph (see
Section 5.3). Our coverage graph model is an adaptation of the model introduced
and applied to the channel assignment problem by Mishra et al. [85].

Depending on the application, various alternative topology representations are
possible, though. To address interference asymmetry between APs and to be able
to capture client and AP load, necessary for performing power control, Ahmed and
Keshav [3] use an annotated conflict graph, which includes additional client vertices,
undirected client-AP association edges and directed interference edges. Another ap-
proach [86] is to apply a conflict set coloring formulation to the problem of jointly
performing channel assignment and load balancing, where, for each client, there is
a range set (APs in range) and an interference set (APs not in range, but with in-
terfering clients associated to them), and the objective is to minimize interference
suffered by each client. Jain et al. [66], finally, represent interference by modeling a
link between two nodes as a graph vertex and placing an edge between two vertices
if the respective links are conflicting.

Stochastic geometry models

To analyze the performance of the Wi-Fi topology discovery scheme we have pro-
posed, we used a stochastic geometry approach. There are numerous such models [7],
but we have resorted to homogeneous spatial Poisson Point Processes and an ideal-
ized cell coverage model; each AP covers a disk of fixed radius R and each terminal
in range can sense the AP. Although this model captures the case for devices with
the same fixed transmission power and a free space propagation model, it ignores
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the effects of fading and shadowing, as well as the case for heterogeneous receivers
with different thresholds for sensing the presence of a transmission. Its simplicity,
however, made our analysis more straightforward.

2.3.2 WLAN Self-optimization mechanisms
Numerous approaches aim at adding reconfiguration features to Wi-Fi networks.

Their common denominator is the need to collect information from the wireless en-
vironment. The next step is to apply sophisticated reconfiguration mechanisms by
means of frequency selection [85, 86, 70], power control [3, 82], rate adaptation [69],
adaptation of the carrier sensing threshold [82, 122], or their combinations. Murty
et al. [87] focus on enterprise WLANs where most wireless management decisions are
pushed to the infrastructure. Again, they need measurements from clients and APs to
perform them. Our work serves in improving the robustness of information collection
and providing valid input to the above mechanisms. It should be noted that most of
the above schemes [85, 86, 69, 122, 87] require client participation for the collection
of input for the respective spectrum sharing mechanisms.

2.4 Crowdsourcing
With the increased sensing, computation and communication capabilities of mo-

bile devices, a diverse set of user-centric applications is possible. Exploiting user
mobility and device capabilities, tasks that would require significant investment and
personnel costs, if executed in an operator/provider-centric manner, can be delegated
to roaming crowds. While crowdsourcing is attractive and is being applied to many
different application scenarios, we focus the following discussion on crowdsourced per-
formance and network coverage related measurements, which are more relevant to our
work.

When it comes to measurements, cost savings aside, a crowdsourcing approach
also provides a user-centric view of the measured conditions. For wireless and mobile
networks, it is important to couple performance with user locations. Yao et al. [127]
have identified the benefits of utilizing “bandwidth maps” that encode the down-
load capabilities of the mobile broadband network per location to adaptively stream
multimedia content to fast-moving users, but also to achieve efficient multi-homing,
showing the value of historical observations about mobile network performance at
a single location. Constructing such maps naturally lends itself to a crowdsourcing
approach. With a similar motivation, Pang et al. [96] present a collaborative service
that offers information about AP capabilities, which can be used for improved AP se-
lection. This information is built by crowdsourced reports. They focus on preserving
user privacy and try to limit fraudulent reporting.

In our work, we focus on crowdsourcing with the aim of exposing Wi-Fi topology.
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Delegating this task to mobile users is a concept that has already been explored in
the literature, and is supported by recent standardization activities, such as the IEEE
802.11k [56] standard, which was ratified in 2008. It specified a set of extensions to
the IEEE 802.11 standard that provide radio resource measurement functionality.
We are particularly interested in requesting and receiving information on the wireless
neighborhood of stations, but the standard is much richer. It focuses on defining
measurements to be carried out by WLAN devices and provides interfaces to upper
layers to request and receive them. What it does not specify, however, is how to utilize
this information, which is a higher layer issue. We show how this information can be
used to optimize the operation of a managed WLAN deployment by means of channel
assignment, but other options are possible. The standard supports requesting more
refined measurements which can be used by appropriate sharing and reconfiguration
schemes, but also location information from stations, which could be used to offer
location-based services. For example, Hermann et al. [49] use IEEE 802.11k reports
about user location and neighbor APs to approximate the coverage area of each BSS.
Details on carrying out measurements are left to device manufacturers or firmware
and driver implementors. For example, in our prior work, we focused on carrying
out channel load measurements in an optimized manner, so that accurate values on
channel load could be derived while monitoring time is reduced [95]. Our current work
is centered around the security and robustness aspects of Wi-Fi topology discovery,
a topic rather neglected in the literature.

Our work is also related to the process of distributed spectrum sensing in Cogni-
tive Radio Networks (CRN). In a typical CRN scenario, secondary (i.e., unlicensed)
users collectively monitor spectrum usage to detect the presence or absence of pri-
mary (i.e., licensed) ones. Recent standardization efforts within the IEEE 802.22
working group [58] also focus on spectrum sensing. In this context, Chen et al. [20]
study two potential attacks, namely Incumbent Emulation, where an adversary’s CR
transmits signals that emulate the characteristics of a primary user’s transmissions,
and Spectrum Sensing Data Falsification. In the latter, which is similar in spirit
with the attacks we address, adversaries submit fake sensing data to the collecting
entity to tamper with the sensing decision. Fatemieh et al. [36] also focus on securing
against fake reporting and propose a weighted aggregation process for crowdsourced
spectrum reports, a principle that we also adopt in our context.

For purposes of informing users about Wi-Fi coverage, but also for positioning
purposes, many web sites host maps of Wi-Fi networks. WiGLE [124] is such an
example, where users can scan for Wi-Fi presence using software like NetStumbler
and submit their reports to a global database, or even register APs manually. It is not
clear how WiGLE tackles fake reporting. Skyhook Wireless [112], on the other hand,
taking advantage of the increased Wi-Fi coverage in metropolitan areas, offers a Wi-
Fi-based positioning service using a large beacon database developed by “wardriving.”
A client-driven scheme for updating and expanding this database offers significant
coverage benefits. In fact, Tippenhauer et al. [119] demonstrate that Skyhook’s Wi-
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Fi Positioning System (WPS) exploits user reports and show how such a system can
be attacked. Notably, they describe a database poisoning attack where users submit
fraudulent information about APs in their vicinity and propose database update rules
to mitigate this threat.

2.5 Quality-of-Experience for VoIP services
Part of our work focuses on measuring the quality of user-centric VoIP services

provided over a community-based wireless access scheme. To this end, we apply a
Quality-of-Experience driven evaluation methodology to estimate the VoIP capacity
of the proposed architecture in a user-centric manner. In this section we provide a
classification of VoIP quality assessment methodologies and delve into the details of
the assessment scheme we have chosen. As will shall show, we opted for a scheme
which attempts to estimate user-perceived VoIP quality based on measurable quanti-
ties (delay and packet loss) instead of resorting to subjective quality ratings by human
subjects.

2.5.1 A classification of assessment methodologies
Numerous models for assessing the quality of voice services have been proposed

and the ITU-T has been at the forefront of such standardization efforts. Jelassi et
al. [67] provide a detailed review of relevant approaches.

Quality assessment models can be classified along two dimensions, i.e., (i) subjec-
tivity and (ii) need for an original reference signal.

Subjective methodologies involve experiments with human subjects who rate the
voice (or conversational) quality following the Absolute Category Rating (ACR)
method, where each subject rates quality on the 1-5 scale (1 represents the worst
quality, while 5 is the score for a perfect call). The average rating is referred to as the
Mean Opinion Score (MOS). The ITU-T describes methods and procedures for con-
ducting subjective evaluations of transmission quality in recommendation P.800 [60].

Objective methodologies, on the other hand, attempt to estimate user-perceived
voice quality by objective measurements, without involving human subjects. The
ITU-T P.862 recommendation describes the well-know PESQ (Perceptual Evaluation
of Speech Quality) model [62], where an original input signal is compared to a de-
graded output signal as a result of its transmission through a communication system.
PESQ derives quality ratings using psychoacoustic fundamentals.

ITU-T P.862 needs an original reference signal to operate on. Such methodologies
are termed “full reference” or “double-ended.” ITU-T Recommendation P.563 [63],
on the other hand, describes a “no reference” methodology aiming at inferring voice
quality by measurements at a single point in the mouth-to-ear path.

While fairly accurate, methodologies such as PESQ, which are based on signal
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comparisons, fail to capture the effects of various operating parameters (e.g., codec
settings, jitter buffer implementation) and phenomena in the end-to-end path (net-
work delay, packet loss, delay variation). Parametric models have thus been proposed,
aiming at estimating user-perceived voice quality and its dependence on such param-
eters. In the next sections we describe the E-model, a parametric model for con-
versational voice quality estimation, standardized by the ITU-T in recommendation
G.107 [61] and a methodology to reduce this model to transport layer metrics [23],
which can be directly measured.

2.5.2 The E-model
The E-model [61] is a computational model intended to be used as a transmission

planning tool. It provides an assessment of the combined effects of various trans-
mission parameters in the mouth-to-ear path on user-perceived conversational voice
quality. The E-model takes into account a wide range of telephony-band impairments,
in particular the impairment due to low bit-rate coding devices and one-way delay,
as well as the “classical” telephony impairments of loss, noise and echo.

The E-model is based on modeling the results from a large number of subjective
tests done in the past on a wide range of transmission parameters. The primary output
of the E-model calculations is a scalar quality rating value known as the “Rating
Factor, R.” R ratings can be transformed to estimates of user opinion. Eq. 2.2 [61]
shows how R ratings are mapped to MOS values on the ACR scale.

MOS =



1 if R < 0

4.5 if R > 100

1 + 0.035 ·R + 7 · 106 ·R · (R− 60) · (100−R)

if 0 < R < 100

(2.2)

For a call of acceptable quality, average MOS should be over 3.60 (R value greater
than 70). Table 2.1 shows how the E-model output maps to user satisfaction.

Table 2.1: Relation between R value and user satisfaction [61].
R value (lower limit) MOS (lower limit) User satisfaction
90 4.34 Very satisfied
80 4.03 Satisfied
70 3.60 Some users dissatisfied
60 3.10 Many users dissatisfied
50 2.58 Nearly all users dissatisfied

The E-model is based on a mathematical algorithm, with which the individual
transmission parameters are transformed into different individual “impairment fac-
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tors.” The basic assumption is that these impairmaint factors are additive on the
psychological scale:

R = R0 − Is − Id − Ie + A. (2.3)

R0 is the basic signal-to-noise ratio at the receiver end, including noise sources such
as circuit noise and room noise, and Is is the combination of impairments that occur
simultaneously with the voice signal (e.g., low loudness, non-optimum sidetone, quan-
tization noise). Id represents delay impairments and Ie is the equipment impairment
factor, which includes impairments caused by low bitrate codecs and packet loss. The
E-model also includes an “advantage of access” factor A to account for cases where
user expectations compensate for impairments: For example, a user may accept some
decrease in quality in exchange for mobile connectivity. A discussion on how user
context affects the value of A, and, in turn, user-perceived voice quality is available
in ITU-T recommendation G.113 [64].

G.107 defines default values for all input parameters to the E-model algorithm
and recommends using these values for all parameters which are not varied during
planning calculation. Choosing default values for all parameters other than delay and
equipment impairment, the rating factor R is reduced to

R = 94.2− Id − Ie. (2.4)

2.5.3 Reducing the E-model to transport layer metrics

Starting from Eq. 2.4, Cole and Rosenbluth [23] have proposed a methodology
to reduce the E-model to transport-level metrics. First, the authors assume an all-
IP end-to-end path (i.e., there are no circuit-switched components) and use default
values for all parameters other than network and codec-induced delay (i.e., talker
echo, listener echo, etc.) in the analytic expression for Id. Then, they use the analytic
expression of G.107 to calculate Id values as a function of mouth-to-ear delay, and fit
the resulting curve to a simplified expression.

No analytic expression is available for calculating the equipment impairment factor
(Ie), though. Recommendation G.113 [64] lists Ie values as a function of codec type,
average packet loss rate, packet loss burstiness and packet size. These values are
derived by subjective tests. In a similar spirit as with the delay impairment factors,
the authors fit the above empirical data to simple expressions of Ie as a function of
packet loss for the G.729a and G.711 codecs.

Combining the expressions of Ie and Id, the authors derive a fully analytic ex-
pression of the R value. For the G.729a codec, when each IP packet carries two 10
ms audio blocks, the algorithmic and packetization delay add up to 25 ms. If we
further assume a dejitter buffer which adds 60 ms delay in the playout process and
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that packet loss is random, we derive the following formula:

R = 94.2− 0.024 · (dnetwork + 85)

− 0.11 · (dnetwork − 92.3) ·H(dnetwork − 92.3)− 11

− 40 · ln[1 + 10 · (enetwork + (1− enetwork) · edejitter)]
(2.5)

where:

− dnetwork is the end-to-end network delay in ms

− enetwork represents the ratio of packets lost in the network path

− edejitter represents the packet discard ratio at the dejitter buffer due to excessive
delay variation

− H(x) = 1 if x > 0; 0 otherwise

The quality assessment methodology of Cole and Rosenbluth has been widely used
in the literature. Below we cite a few examples. In the context of wireless mesh net-
works, Kim et al. [73] have used it to explore the interplay between VoIP and TCP
flows, while Niculescu et al.[89] have applied it to assess the performance of an IEEE
802.11-based wireless mesh testbed optimized for voice transport, evaluating tech-
niques such as the use of multiple interfaces, path diversity and packet aggregation.
The poor performance for TCP traffic as the number of simultaneous VoIP sessions
over an IEEE 802.11 WLAN increases is tackled by Verkaik et al. [123], who use this
model to evaluate the performance of SoftSpeak, a set of proposed Wi-Fi-compatible
software extensions to simultaneously improve VoIP and TCP performance and fair-
ness. Balasubramanian et al. [10] have applied it to assess the performance of ViFi,
a scheme aiming at improving vehicular Wi-Fi-based connectivity. Markopoulou et
al. [81] use a similar E-model-based methodology to assess VoIP over Internet back-
bones.

We have adopted this methodology for the experimental evaluation of community-
based secure VoIP services (Chapter 4), since our purpose is to quantify the effects
of various phenomena which are pertinent either to the network topology (i.e., the
fact that we focus on a scenario where both call endpoints are attached to Wi-Fi
links), network devices in the end-to-end path (resource-constrained residential Wi-Fi
routers), or to security services we apply (high-overhead tunneling mechanisms) and
correlate them with perceived voice quality; codec settings and other environmental
factors were considered fixed or not studied.

2.5.4 VoIP capacity in wireless networks
A significant body of research addresses performance issues of VoIP services over

wireless networks, and IEEE 802.11 in particular. Garg and Kappes [43] identified
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that even for low-bitrate codecs, such as G.729a (8 Kbps), the number of VoIP sessions
that a Wi-Fi cell can simultaneously sustain is surprisingly small. This is due to the
fact that a VoIP stream is typically composed of small packets and the overhead for
their transmission is very high. They propose a simple analytic model to calculate
VoIP capacity, which we adapt to our secure peer-to-peer VoIP scheme (see Chapter 4)
to estimate an upper bound on the number of VoIP sessions we can sustain.

In the same spirit, Hole and Tobagi [50] propose a similar simple mathematical
model of VoIP capacity and use a MOS-driven evaluation methodology. They validate
the findings of Garg and Kappes using simulation and expand on various codec set-
tings and scenarios, putting more focus on delay constraints and quality requirements
of voice sessions.

With the advent of IEEE 802.11e [54], which added traffic prioritization exten-
sions, efforts have been put in the direction of improving VoIP capacity by appropri-
ately tuning parameters such as the duration of a transmission opportunity (TXOP),
minimum contention window value (CWmin) and packet buffer size [26, 117].

2.5.5 Security vs. performance
Communications increasingly necessitate security measures, especially when car-

ried out over untrusted wireless networks, as is the case for roaming users visiting
foreign Wi-Fi hotspots. Typically, traffic is protected by means of VPN mechanisms,
such as IPsec [72] or OpenVPN [92]. However, security mechanisms incur perfor-
mance overhead, which is particularly important for delay- and loss-sensitive VoIP
communication. In our work, we are particularly interested on the effects of secu-
rity on VoIP performance, especially when both call endpoints are attached to Wi-Fi
links and security functionality is implemented on resource-constrained home Wi-Fi
equipment; such scenarios have not received significant research attention, to the best
of our knowledge.

Voice over IPsec in wireline networks is experimentally studied by Barbieri et
al. [11], where a header compression method called cIPsec is also proposed and eval-
uated. IPsec encryption and packetization overhead are studied via analysis and
simulation by Xenakis et al. [126], while Miltchev et al. [84] experimentally com-
pare the performance of IPsec and application layer security protocols. A work more
closely related to ours is due to Nascimento at al. [88], who present experiments on
the effects of IPsec on voice quality when one call endpoint was connected to a Wi-Fi
AP and the other connected to a Bluetooth pico-net.



Chapter 3

Wireless Community Networks: A
case for user-provided networking

For wireless local area network communications, Wi-Fi emergence was a true
revolution. Driven by their low cost and ease of deployment, IEEE 802.11-enabled
devices became standard equipment for laptops and handheld devices and appeared
as the predominant technology for local wireless connectivity. Operation in unlicensed
spectrum facilitated Wi-Fi deployment, since it was straightforward for commercial
operators, academic institutions, or even plain radio communications enthusiasts and
tech-savvy users to build wireless service architectures on top of it, without the need
for acquiring a license.

In modern densely populated urban areas, the coverage that WLANs offer is ever-
growing. Performing a scan for wireless network presence reveals so high a number of
wireless access points (APs) in the neighborhood that we should be more concerned
about interference than coverage.

Wireless Community Networks (WCNs) have been developed as grassroots move-
ments of WLAN enthusiasts, who use inexpensive networking equipment for free
interconnection, thus creating all-wireless autonomous networks. Reasons for their
emergence can be found in the above discussion. However, their success also depends
on local factors (e.g., the degree of penetration of fixed broadband access services in
the area). Based on the offered wireless connectivity, such networks aim at providing
a variety of services, with free Internet access, community-wide VoIP and file sharing
topping the list of the most frequently accessed ones.

The architecture of such networked communities and incentives that keep them
operating with robustness are worth studying, and these are the focus of this chap-
ter. Here, we first classify public wireless access schemes (Section 3.1) and report
on some of the most significant WCNs worldwide (Section 3.2). Then, we discuss
the circumstances under which WCNs emerged and evolved in Sections 3.3 and 3.4,
respectively. We present the incentive mechanisms that regulate their operation in
Section 3.5 and study their future in Section 3.6. Section 3.7 describes the architec-
ture of community wireless mesh networks. In Section 3.8, based on data from two
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of the largest wireless community mesh networks worldwide, we discover power-law
characteristics in their structure.

3.1 A classification of public wireless access schemes
Here we characterize WCNs based on the initiative behind their emergence and

their architecture.

3.1.1 Initiatives
Community initiative

A major focus of this work is on wireless communities which are the result of collec-
tive efforts of individual volunteers and function on a not-for-profit basis. Successful
communities have emerged, members of which use IEEE 802.11/Wi-Fi technologies
to set up a wireless backhaul to connect to one-another, enjoying a variety of broad-
band services, such as VoIP, online games, FTP or Web access [110, 9, 25, 83, 75].
Sometimes, community members operate public hotspots to offer wireless access to
passers-by, attaching them to the community network, or even offering Internet access
through community-owned Internet gateways.

In a similar fashion, an individual WLAN owner may open his private hotspot
for public access without anticipating monetary compensation. Instead, he is either
driven by pure altruism, or expects that his offering will be reciprocated by other
community members, when he is roaming near foreign hotspots [30].

Commercial initiative

Following the above trend, commercial players have entered the scene, offering
mediation services for the development of wireless communities. FON [37], for in-
stance, has proposed a private hotspot sharing scheme, where WLAN owners can
either share their WLANs for a small monetary compensation or in exchange for
similar service when they are away from their own WLAN. FON takes care of user
registration and authentication and withholds a fraction of the money paid to the
hotspot micro-operator for the provided service.

Notably, British Telecom has recently partnered1 with FON so that hundreds of
thousands of BT’s subscribers share their home broadband lines over Wi-Fi with
other community members.

1http://www.bt.com/btfon
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Municipal initiative

Municipalities often set up APs in public spaces, offering inexpensive Internet ac-
cess to citizens. To achieve this, they may get into agreements with private companies,
permitting them to deploy their wireless solutions. Authentication with the operator
of the network, as well as a fee for the service may be required. This model has been
adopted by the municipality of Philadelphia [125], as well as the City of London,
which has set up a deal with The Cloud, a European Wi-Fi hotspot aggregator.

3.1.2 Design alternatives
Wireless mesh

WCNs sprung from private initiatives often have this structure. Multi-interface
nodes set up a wireless mesh. Some also act as gateways to the public Internet and can
be reached over the wireless backbone. Section 3.7 offers a more in-depth discussion
of this architecture (Figure 3.1a).

Hotspot-based architecture

Hotspot-based WCNs typically target nomadic users who use wireless hotspots to
access the Internet (Figure 3.1b). Here, deploying a wireless backhaul is not the norm.
Municipality-initiated WCNs usually have this structure. Sometimes, hotspot-based
WCNs are built relying on the private contributions of individual WLAN owners, who
share their fixed broadband lines over Wi-Fi. We have witnessed both commercially
initiated [37] and not-for-profit [30] such attempts.

3.2 Wireless communities around the world
Here we report on some of the most significant WCNs worldwide and categorize

them as described in Section 3.1. Our findings are summarized in Table 3.1. The
reported network dimensions are based on data found on publicly available node maps
and measurement studies [83].

We have chosen representative WCNs and tried to include the most well-known
and influential ones. SeattleWireless [110], for instance, has been at the forefront of
the WCN movement since the early 2000s.

Also, NYCwireless [91] and the CUWiN Foundation [25] are active in advocating
the use of open wireless technologies, fostering the growth of WCNs and developing
software for community wireless projects. They are operated by non-profit organi-
zations, whose interest has recently been drawn to developing free wireless access
solutions for under-served communities, both in the US and in other countries.

The Athens Wireless Metropolitan Network (AWMN) [9] and guifi.net [45] are
two of the largest community mesh networks in the world. Currently, AWMN has
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(a)

(b)

Figure 3.1: Architectural alternatives for Wireless Community Networks. A wireless
mesh architecture is shown in (a), while the hotspot-based alternative is shown in (b).

more than 9000 registered nodes, with more that 2400 of them being active. guifi.net,
based in Barcelona, Spain, counts more than 14000 active nodes as of September 2011.
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From data available from the project’s website, there are registered nodes in many
Spanish cities, but also in other countries across Europe and Africa. Due to physical
constraints, the network is composed of isolated zones. Owing to their size, we have
selected AWMN and guifi.net as the basis of our work on modeling community wireless
mesh networks based on empirical data (Section 3.8).

Wireless Leiden [75] is a similar effort in the Netherlands. Its aim is to provide
a free citywide all-wireless network in the city of Leiden and offer free broadband
Internet access to nearby villages, where no fast Internet alternatives exist.

Recently, the Freifunk community has gained much popularity. Freifunk mesh
networks have sprung in various German cities, as well as in cities in Austria and
Switzerland. In Berlin, Freifunk counted 316 concurrent participating nodes on aver-
age, according to a 2007 study [83].

The MIT Roofnet [13] mesh network started as a research project focusing on
wireless multihop routing and IEEE 802.11 protocol performance, while offering In-
ternet access to nearby residents. It is now less vibrant (approximately 20 active
nodes), but its technology is used from other wireless community projects.

Table 3.1: Wireless communities around the world (as of September 2009)
Network Location Size Typea Initiative
SeattleWireless
(2000)

Seattle, WA,
USA

∼80 nodes M Community

AWMN (2002) Athens, Greece 2473 nodes M Community
CUWiN (2002) Urbana, IL, USA 48 nodes M Community
Freifunk Berlin
(2002)

Berlin, Germany 316 nodesb M Community

Wireless Leiden
(2002)

Leiden, Nether-
lands

73 nodes M Community

guifi.net (2004) Barcelona, Spain ∼14000 nodes M Community
NetEquality
Roofnet (2007)

Portland, OR,
USA

126 nodes M Community

NYCwireless
(2001)

New York City,
USA

145 nodes H Community

Wireless
Philadelphia
(2007)

Philadelphia,
PA, USA

15 miles2 H Municipal

FON (2006) Worldwide ∼700,000 hotspots c H Commercial
a M: mesh, H: hotspot-based
b Circa 2007 [83]
c Based on information available from http://www.fon.com, as of September

2009.

http://www.fon.com
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3.3 The birth of wireless communities
The appearance of WCNs dates back to the late 1990s - early 2000s, when IEEE

802.11 was introduced. Radio technology enthusiasts were the first to embrace the
new technology and experiment with it for long distance interconnection. Thus, com-
munities of interconnected peers emerged in a period when fixed wireline infrastruc-
ture could not always support them. One can consider the first wireless community
networks as the evolution of amateur radio.

As wireless technology matured and gained popularity and as more advanced
WLAN standards emerged, WCNs started to grow. However, one of the major fac-
tors that contributed to their growth was the low penetration of broadband access
technologies in some countries.

In addition, some wireless communities [13] have been developed as experimental
testbeds for wireless research. In these cases, free wireless Internet connectivity is a
side effect, while the main goal of such WCNs is to test novel wireless technologies
and evaluate current WLAN standards.

3.4 Growth
One of the reasons AWMN has grown to be one of the largest such networks

worldwide was the fact that, in Greece, DSL penetration used to be one of the lowest
in the European Union before 2005. Actually, back in 2002, when the first AWMN
node was set up, there was a single operator offering DSL to corporate clients, with
download speeds of at most 128Kbps and a very high price. Setting up long-distance
wireless links using IEEE 802.11 to achieve cheap citywide broadband connectivity
seemed to be the only option for tech-savvy users. At the time, the most successful
applications were fast file sharing and online gaming, as well as Internet connectiv-
ity through AWMN-to-Internet gateways (when some participants shared their fixed
broadband Internet lines with the community).

The network evolved and gained publicity through word-of-mouth and dissemi-
nation activities of its members, which included demonstrations at technology expos
and universities and participation in festivals and other public venues, where free
wireless connectivity was offered through the AWMN infrastructure.

A key technological shift was the adoption of the new IEEE 802.11a variant for
setting up point-to-point backbone links. Moving from 2.4GHz to the less congested
5GHz band, interference was limited. Nodes with multiple collocated interfaces had
more non-overlapping channels to choose from for each of their radio interfaces, while
links of higher throughput could be achieved. Backbone nodes could sustain more
links, which offered path redundancy and resilience. Citywide VoIP and video con-
ferencing within the community, as well as file sharing have thrived since. Increased
capacity, better quality of service and the fact that backbone nodes could now sus-



3.5. INCENTIVES FOR SUSTAINABLE WIRELESS COMMUNITIES 27

tain more links caused a population boom in the WCN. A direct consequence was the
expansion of its coverage to most of the suburbs of Athens.

3.5 Incentives for sustainable wireless communi-
ties

3.5.1 Incentives for participation
Why would one participate in a WCN? Usually it is the enthusiasm stemming

from experimentation with new technologies or the joy of creation that building one’s
own equipment and configuring one’s node offers.

Also, the services provided by the community are tempting, especially when the
respective services over commercial (fixed) broadband infrastructure are of worse
quality, or even non existent.

Those who believe that broadband connectivity should be unleashed and the bar-
riers imposed from the oligopoly of ISPs be removed and that broadband access
should be a public good usually are the first to join WCNs. Under this perspective,
WCNs can be considered a modern technological “movement”. Operation in unli-
censed spectrum facilitates their growth and, coupled with the extensive use of open
source software, shapes their free and self-organizing character. It is atypical of their
participants to think of community-initiated WCNs as the vehicle to make profit or
develop a new business.

3.5.2 Conformance and contribution
As far as WCNs like AWMN are concerned, contribution to the community and

abiding with the explicit or implicit participation rules is enforced in a tit-for-tat
manner. Users that do not conform to such rules can be effectively excluded from the
community.

Most WCNs are open for participation, but have some structure and their deploy-
ment is not completely anarchic. In order for the system to operate without disrup-
tions, nodes should follow some rules, especially concerning addressing and routing.
Also, they should not behave selfishly, since that could potentially cause congestion
to the backbone links, as well as saturation of some services. In case a user does
not behave, there is high probability that he will eventually be excluded from the
network. At a technical level, non-conformant behavior can be easily detected from
one’s neighbors and reported to the community.

Exclusion can also easily be implemented; neighboring users can simply shut down
the links they share with the user that causes anomalies to the WCN’s operation.
Thus, the latter will be disconnected and isolated from the community. In fact, we
have witnessed similar incidents within AWMN.
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As described in Section 3.7, there are typically two types of nodes, backbone ones
(with multiple point-to-point links) and APs, where clients with a single link attach
to. Incentives for the maintenance of the first two links of a backbone node are
quite straightforward WCN participation. Additional links add redundancy, network
bandwidth, and reputation in the community. There is expressed mutual interest for
the two link endpoints to set one up. As soon as one of the two nodes defects, the
link becomes inoperative.

The case is different for client-to-AP links. There is no direct and measurable
gain for an AP to offer connectivity to clients. However, in the long run, there is a
potential gain for the community as a whole, since clients are anticipated to bring
more content and are expected to gradually upgrade their nodes to backbone ones.
Thus, serving clients is considered a means of attracting attention to the community
and gradually recruiting more resources.

3.5.3 Building reputation
Interestingly, senior WCN members and members who own powerful2 nodes are

highly esteemed in the community. Because their nodes are important for the oper-
ation of the network, their decisions may affect many users.

Building up reputation within a WCN can easily be explained. In such commu-
nities, participation anonymity is not easy (or even possible) to achieve, nor is it
desirable. Recruiting new members is an incremental process, where older members
introduce new ones to the community, offering them connectivity.

The infrastructure-based nature of the network is such that long-term relation-
ships among members are built; nodes are fixed and links are typically permanent.
Most of the times, owners of nodes that share a link know each other personally,
while the community encourages socialization among its members. Contribution to
the community is directly attributed to its initiators, while unacceptable behavior is
detected, reported and, potentially, punished, as described in Section 3.5.2.

3.6 A look to the future of WCNs
To gain insight on how WCNs will evolve, one has to reconsider the factors that

led to their emergence and booming growth.
First, low-cost broadband services, once one of the highlights of WCNs, have now

become a commodity in most modern metropolitan areas. No more is joining a WCN
the only way to enjoy high-quality multimedia services or fast file sharing. On the
positive side, though, promising new wireless technologies, such as the IEEE 802.11n

2Here we refer to backbone nodes with many links, hosting multiple services or operating an AP.
They are important for the network, since much of its traffic flows through them and many other
nodes rely on them for connectivity.
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standard, are about to be integrated. These may revitalize interest in WCNs and
cause a new wave of developments in the area.

On the other hand, an issue that is generally still unresolved is how such broadband
services will be offered for mobile users at low cost. 3G-based solutions are still
considered expensive by many users and their adoption is relatively low. Basing
our arguments on the increased wireless coverage in modern metropolitan areas, we
believe that open wireless access schemes can become a viable alternative for the
provision of nomadic broadband network access. To support this action, traditional
WCNs may need to become less exclusive so that they are accessible not only strictly
to their participants, but also to roaming non-members.

To this end, opportunistic WLAN access based on the private contributions of
individual WLAN owners will likely attract more attention as a vehicle to make inex-
pensive ubiquitous broadband Internet a reality. WLAN owners can become micro-
operators that trade bandwidth for payment in kind or even money. In Section 4.1
we present an architecture towards this vision.

3.7 Architecture of a community wireless mesh
3.7.1 Node types

There are two types of nodes. Backbone nodes are those that the backhaul of the
network is built upon. They typically have more than two network interfaces and run
routing software.

Some backbone nodes operate omni-directional antennas and function also as APs.
Client nodes can then attach to these APs and use the network’s infrastructure.
Clients can be considered the “leaves” of the network.

Typically, WCN participants discouraged new users from operating client nodes,
since clients usually do not contribute to the network’s operation and coverage. In
practice, being a client is usually the first step a user takes when joining such a
community.

3.7.2 Links
The backbone of the network is based on directional point-to-point links. Although

IEEE 802.11 was designed as a broadcast protocol for local communication, it is
widely used for setting up long-distance links, assisted by directional antennas. In
the beginning, 802.11b was the protocol of choice, but with the advent of 802.11a, it
was replaced in the backbone in order to minimize contention and interference from
clients and APs. IEEE 802.11b is still used by APs.

Our recent study [33] of the evolution of AWMN revealed that many backbone
nodes maintain up to 6 backbone links. The more links per node, the higher path
redundancy is achieved.
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3.7.3 Addressing and routing
Mesh-based WCNs have the same functionality, underlying mechanisms and ap-

plications as the public Internet. They are based on an IP layer and follow a private
addressing scheme. In most of them (e.g., AWMN), a central authority tackles ad-
dressing issues. Each newly-registered node is assigned a private IP address range.
Every community follows its own routing scheme, often involving BGP, much like the
Internet itself. From the BGP viewpoint, each WCN node can be considered a single
autonomous system. In some cases, experimentation with routing protocols suited for
wireless ad hoc networks, such as OLSR, is carried out.

3.7.4 Underlying technologies
Open source software and often hand-crafted hardware are used for interconnec-

tion. Linux-powered embedded rooftop equipment is used for controlling the opera-
tion of each node, while much experimentation involves the design and construction
of low-cost custom-made antennas. Figure 3.2 depicts part of the infrastructure of
the AWMN node that we have set up on the rooftop of one of AUEB’s buildings.

3.7.5 Services and applications
The most prevalent services are file sharing and community-wide VoIP. Also, on

some occasions, members share their fixed broadband connections with the commu-
nity, so that Internet access is achieved through WCN-to-Internet proxies. For other
services see [33].

3.8 Modeling the structure of wireless community
networks

In this section we study the topology of community wireless mesh networks. Our
intuition was that the way wireless communities are structured is not “random” and
our observation about the topology some large WCNs supported this claim: It appears
that there are a few “powerful” nodes with many wireless links, while there are lots
of users with very few links. A question that naturally emerges is how to derive
realistic models for WCN structure and growth. Answering this question would be
particularly significant for relevant research. For example, it would facilitate the
generation of realistic topologies to be used in the performance evaluation of services
and protocols over community wireless mesh networks. We discuss issues pertaining
to WCN models in Section 6.1.
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(a)

(b)

Figure 3.2: Pictures from MMlab’s AWMN node. Three of our backbone links, as
well as our AP are visible in (a). IEEE 802.11 wireless interfaces are attached to
hand-made antennas. In (b), the Linux-powered rooftop PC which hosts our wireless
interfaces and performs routing is shown.

3.8.1 The emergence of power laws

Based on empirical data, we observed that the distribution of some structural
properties of WCNs has a long tail, which leads us to the intuition that power laws
could be good fits to describe them concisely. Similar works have been carried out
in many other contexts to describe various observable phenomena. In the area of
communications and networks, Faloutsos et al. [35] have long shown the emergence



32 CHAPTER 3. WIRELESS COMMUNITY NETWORKS

of power laws in the AS-level Internet topology. In a similar spirit, we present power
laws that can describe the structure of mesh-based WCNs.

A random variable x is power-law distributed if its probability density function is
of the form

f(x) ∝ L(x)x−a, (3.1)

where L(x) is a slowly varying function, i.e., a function for which limx→inf
L(cx)
L(x)

= 1.
Here we assume cases where L(x) is the constant function. The exponent a is known
as the scaling parameter, where a > 1. If we plot f(x) in a log-log scale it will appear
linear and a will be the slope of the curve.

If we represent a wireless community mesh network as an undirected graph, where
vertices represent nodes and edges represent wireless links between the respective
nodes, based on empirical data, we observed that such graphs do not look like random
ones; in contrast, few hub vertices have a high degree (many links) while there is a long
number of nodes with small degrees. These low degree vertices could, for instance,
represent backbone nodes with only two interfaces or client nodes attached to an AP.
Therefore, the degree frequency distribution is a strong candidate to exhibit power-
law behavior. We denote degree frequency, i.e., the number of nodes with degree x
as f(x).

This section does not provide an in-depth study of the structural properties of
WCNs, which we defer for future work. Instead, it serves as a first step in formally
modeling some of their properties, to be used in the generation of realistic WCN
graphs. Other features are also of significance in this process, such as node intercon-
nection properties (e.g., hop counts), community neighborhood structure and graph
assortativity (i.e., a value indicating the trend of high-degree nodes to connect to
other high-degree nodes).

3.8.2 Methodology and results
We base our observations on empirical data from existing mesh WCNs. Unfortu-

nately, even though we discover power laws in these WCNs, it is hard to generalize
due to the lack of large communities and relevant data. We focus on two of the
largest such networks (to the best of our knowledge), AWMN (Athens, Greece) and
guifi (Barcelona, Spain). There are publicly available data about their nodes and
links, maintained in web-accessible databases and maps. Node and link information
is available in XML and HTML form, which is easy to download and parse. It should
be noted that there is an amount of stale information in these datasets, since some
nodes and links may not be functional at the time of retrieving data. It is hard to
obtain accurate real-time data, especially without access to nodes in the networks
(which is the case for guifi) or without the availability of a real-time network moni-
toring tool. However, this unavoidable lack of accuracy does not invalidate the basic
purpose of this work and it is not within the scope of this work to address this issue.
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We have preprocessed data to remove registered nodes with zero degree (isolated
nodes without any links). Concerning degree frequencies, we have borrowed from
the methodology of Faloutsos et al. [35], where few nodes with very high out degree
are removed from the dataset. In particular, they plot degrees starting from degree
1 until they reach a degree which has frequency of 1. In both networks we study,
though, the removed nodes represent a relatively small fraction of the overall node
population: For AWMN, the removed nodes represent 0.36% of the total number of
nodes, while for guifi this percentage rises to 0.5% (in both cases, excluding isolated
nodes).

It should be noted that, in practice, and by the very nature of the process of fitting
a power law to empirical data, one can rarely (if ever) be positive that such data are
drawn from a power law distribution. A better fit is possible among the infinite set
of distributions. Also, we have chosen to apply linear regression to derive a fit. More
robust methods are possible [22].

In Figure 3.3, we present log-log plots of the frequency of degrees for the two WCNs
we study. The data points represent empirical data and lines represent power law fits
obtained with linear regression. In the case of AWMN, the scale parameter a = 1.98
is higher than that of guifi (1.687). It should also be noted that there is a larger
percentage of single-degree nodes in the guifi network. The practical interpretation
of this phenomenon has to do with the intended use of the network; the AWMN
community seems to favor backbone peer-to-peer links, while in the guifi network,
there is an increased tendency to operate powerful APs for clients to join.
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(a)

(b)

Figure 3.3: The emergence of a power law in the distribution of degree frequencies
for the graphs representing two WCNs. Power law curves were derived using linear
regression. R2 values are 0.8825 and 0.9616 for guifi and the AWMN, respectively.



Chapter 4

User-centric secure multimedia
services

In this Chapter we study hotspot-based wireless community networks, which are
built by the private contributions of individual WLAN owners. Our specific focus is on
building a service architecture to support peer-to-peer multimedia communications,
with an emphasis on security and privacy.

This work is positioned in the context of the Peer-to-Peer Wireless Network Con-
federation (P2PWNC) scheme [30, 31], on which we rely as the wireless access infras-
tructure. P2PWNC, a peer-to-peer Wi-Fi sharing scheme, was proposed by Efstathiou
in his Doctoral dissertation [29].

The question we are called to answer is whether in densely populated metropoli-
tan areas, where wireless coverage is adequate, P2PWNC-based wireless communities
can offer a secure, low-cost, user-centric alternative to traditional GSM/3G services.
We attempt to answer this question performance-wise, by building and experimenting
with secure voice and data services, but also with respect to the basic principles of
user-centric networking that we manifested in Chapter 1, i.e., (i) decentralized opera-
tion, (ii) low cost, (iii) open access, (iv) security and privacy, and (v) the assumption
that users are rational. We argue that our design respects these principles in Sec-
tion 4.3. Whether or not such a scheme is successful, however, critically depends on
the adoption of peer-to-peer Wi-Fi sharing and the coverage such communities enjoy,
and is related with economical, societal, and technical factors outside the scope of
this work.

To rival traditional cellular services, performance of voice and data communication
over user-centric wireless networks is a key issue, in part due to the unpredictable
nature of wireless communications, where delay sensitive applications like Internet
telephony are known to suffer: Poor signal conditions, but also contention for access
to the medium and interference brought by spectrum scarcity, dense and anarchic Wi-
Fi deployment, and poorly-configured wireless equipment, account for that. At the
same time, important overhead is imposed by the need to secure communication. Our
scheme makes use of VPN tunneling, but also involves CPU-intensive cryptographic

35
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operations associated with the P2PWNC protocol. These performance penalties are
intensified by the limitations imposed by low-cost, off-the-shelf, embedded WLAN
devices and mobile terminals.

We adopt a QoE-oriented stance. Most important to us is to estimate the maxi-
mum number of simultaneous VoIP calls of acceptable quality–as a user would per-
ceive it–that a typical P2PWNC-enabled WLAN AP can sustain, by measuring how
the use of VPNs to secure communications, but also cryptographic operations asso-
ciated with the P2PWNC protocol affect voice quality.

This Chapter is structured as follows: Section 4.1 provides an overview of P2PWNC
and Section 4.2 deals with the design of service architectures on top of it. We show
that our design adheres to the principles of user-centrism in Section 4.3. We then
focus on the performance evaluation of these services; we use a simple analytic model
to estimate upper bounds on VoIP capacity in our tunneling-based architecture in
Section 4.4.1, describe our experimental methodology and testbed in Section 4.4.2
and present performance results in Section 4.4.3.

4.1 A peer-to-peer approach to WLAN sharing
In this section we present P2PWNC, an architecture for user-provided wireless net-

working based on the reciprocity-based exchange of Internet bandwidth over Wi-Fi.
We review some fundamental challenges and present its system model, user identifi-
cation and accounting scheme, internal mechanisms and protocols.

4.1.1 Fundamental challenges
Sharing one’s Internet connection with roaming individuals incurs direct and in-

direct costs, or may be forbidden by the ISP. Users may have to put up with the
managerial overhead of configuring their WLAN for shared access. Also, admitting
more users to one’s private network can result in reduced service level for its owner.
Sometimes, WLANs are attached to metered broadband lines. Sharing such a WLAN
means that its operator pays for every single byte uploaded or downloaded by visitors.
Security concerns also make individuals reluctant to open their WLANs for public
access. The challenge for the system designer is to minimize the incurred costs, while
revealing the benefits for users to join and contribute their resources.

Joining the system should be possible with minimal installation cost, both finan-
cially and effort-wise. User registration should be fast and decentralized, to facilitate
the system’s organic growth and scaling. From the nomadic user’s perspective, wire-
less access should have low cost compared to its cellular alternatives. Also, roaming
privacy is a desirable feature; a user may wish to access foreign APs without disclos-
ing personal information to the service provider or his network point of attachment
to his communicating endpoints.
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Note that our focus is on low-mobility, nomadic users and our emphasis is on
access issues rather that true mobility support. Handing-off efficiently between foreign
visited WLANs is a significant challenge.

4.1.2 Peer-to-peer hotspot sharing

The core concept in P2PWNC is that wireless Internet bandwidth is exchanged in
a reciprocal manner; one shares his Internet connection with anonymous passers-by
over Wi-Fi with the anticipation that he will enjoy the same benefit from another peer
when mobile. That is, the problem of creating a hotspot-based wireless community
is approached based on the peer-to-peer paradigm. Private WLAN owners have an
incentive to contribute Internet bandwidth, given that they value much the mobile
network access that they will enjoy as good contributors.

To lower the entry barrier to the system, no registration with central authorities is
required, nor any strong user identification scheme. Participants are identified by self-
issued, uncertified public-secret key pairs. To join P2PWNC, users simply configure
their APs for open access and install the necessary software.

Accounting is based on digital proofs of service (receipts) that mobile users provide
to visited APs. Receipts are stored in repositories distributed across the system; each
peer maintains his own repository, which represents his (partial) view of the system’s
history of service provisions.

Receipt repositories (RR) are the input to the reciprocity algorithm, which iden-
tifies good contributors and detects free riders, i.e., those who consume resources
without contributing to the community. Each time a mobile user requests service,
the reciprocity algorithm is executed by the visited peer to decide whether the visitor
is a good contributor and deserves to be reciprocated.

Since identifiers are free to generate and our design does not exert control on
how they are used, nor does it bind them with physical entities and devices, a single
identifier may be in use at the same time on multiple devices accessing different
P2PWNC hotspots. In other words, our protocol and mechanism design allows an
account to be shared by more than one users. This could be the case for a group of
users who trust each other, such as family members. See [31] for a discussion on the
advantages of grouping users into teams.

P2PWNC is decentralized and no registration is mandated. Other similar schemes,
such as FON [37], do not have these properties. Also P2PWNC has some inherent
privacy enhancements. The non-persistence of user identifiers, as well as the fact that
the disclosure of real-world user identities is not needed, assist in WLAN roaming
anonymity.
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4.1.3 Mechanisms and protocols
Here we present an overview of the P2PWNC operations, also depicted in Fig-

ure 4.1.

Figure 4.1: P2PWNC operations. First, a user communicates with his home RR and
updates the RR subset that he carries with him (A). Then, before requesting service
from a visited AP, he presents it with the receipts he carries with him (B). Following,
he issues a connection request, upon which the AP consults his own RR, where the
reciprocity algorithm is invoked, and decides to accept the user or not (C). In the
first case, Internet access is granted and a receipt request-response cycle begins (D).
When a client fails to deliver a receipt on time, the session terminates and the AP
forwards the last receipt to his RR (E). The messages exchanged during the above
processes are summarized in Table 4.2.

Receipts, receipt repositories and the reciprocity algorithm

The P2PWNC accounting unit is a receipt, a document digitally signed by a service
consumer (mobile user) using his private key. It contains the provider and consumer
identities, a timestamp, and information on the amount of traffic forwarded by an
AP on behalf of the signer during a P2PWNC session. Receipts represent “debt”
among peers, which is assumed to be transitive; if peer A has provided service to
peer B and the latter has served peer C, then C indirectly “owes” some service to
A. A’s contribution can be reciprocated when he visits one of B’s or C’s APs. With



4.1. A PEER-TO-PEER APPROACH TO WLAN SHARING 39

each receipt encoding an “I-owe-you” relationship, a RR can be viewed as a logical
directed graph, whose vertices correspond to peers and its edges represent receipts
and point from a service consumer to a service provider.

Such a graph is the input to the reciprocity algorithm, which is invoked each time
a user requests to be served. Its output is a value expressing a user’s “reputation” in
the eyes of a prospective service provider. Given that accounting is decentralized and
user identities are self-issued, the reciprocity algorithm should be intelligent enough
to detect free riders and prevent from attacks to the accounting mechanism [29].

Session initiation and receipt generation

Receipts are generated on a per-session basis. A prospective service consumer
requests access to a P2PWNC-controlled Wi-Fi AP by presenting his identity. Fol-
lowing, the AP invokes the reciprocity algorithm and the RR responds whether the
client should be admitted to the visited WLAN. If so, a receipt request-response cycle
begins; the AP periodically requests an acknowledgment for the volume of Internet
traffic forwarded on behalf of the visitor thus far and the latter responds with a cu-
mulative “fresh” receipt. After a receipt request has timed out (e.g., when the visitor
leaves) or upon receiving a malformed receipt (that is, one that the AP is incapable
of cryptographically verifying), the session terminates and the AP forwards the last
receipt to his RR. This last receipt contains information about the session’s aggregate
amount of traffic. Notice that the receipt generation protocol ensures that a visitor’s
session has not been hijacked by an unauthorized party. In order to sign a receipt
and maintain the session, the hijacker would need access to the visitor’s private key.

Receipt dissemination

A visited peer uses only his own view of the system’s history of transactions as
input to the reciprocity algorithm. To assist in giving potential service providers a
better view of their overall contribution and have better chances of getting access,
visitors can also supply parts of their own RRs via a gossiping protocol. Gossiping
takes place at the beginning of a session; the visitor presents the AP with a subset
of his own RR carried in his mobile device. These receipts are then merged with the
visited peer’s RR and reveal service directly or indirectly owed to the visitor. Note
that because the receipts are cryptographically signed, invalid receipts do not help
the presenting party. A peer regularly queries his RR for updates to his portable RR
subset, since RR contents change frequently.

Implementation issues

P2PWNC entities communicate using a simple ASCII-based protocol running over
TCP/IP. For public key encryption, the RSA and ECDSA algorithms are supported
for various key sizes. Note that Elliptic Curve Cryptography offers the advantage of
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smaller key sizes for the same security level. Table 4.1 compares key sizes for the two
cryptosystems for comparable security [114].

Table 4.1: Key size comparison between RSA and Elliptic Curve Cryptosystems for
the same security level

Security level Ratio (RSA/ECC)
1024/160 6.4 : 1
1536/192 8 : 1
2048/224 9.14 : 1
3072/256 12 : 1

Protocols and the reciprocity algorithm have been designed and implemented with
resource-constrained devices in mind, such as off-the-shelf wireless routers and PDAs.
P2PWNC typically runs in the firmware of such devices. The protocol messages ex-
changed among the various entities are summarized in Table 4.2. A detailed descrip-
tion on the protocol, its implementation and its experimental performance evaluation
is available [41].

Table 4.2: P2PWNC protocol messages
Message Description Direction

CONN P2PWNC session Client → APinitiation request

CACK P2PWNC session AP → Clientinitiation response
RREQ Receipt request AP → Client

RCPT Receipt
Client → AP

AP → RR
RR → Client

QUER Query the RR AP → RR(invoke the reciprocity algorithm)
QRSP Query response RR → AP

UPDT Client (portable) RR Client → RRupdate request

4.2 Service architecture
In this section we present our design of user-centric services on top of a community-

based wireless network infrastructure. We expect that popular applications would be
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VoIP and mobile multimedia and attempt to provide a complementary service to
GSM/3G in citywide areas, where Wi-Fi and cellular nowadays have comparable
coverage. We envisage an environment where users would be able to enjoy free Wi-Fi
roaming around the city and place VoIP calls to other mobile users connected to
P2PWNC hotspots. Apart from its low cost, this alternative has inherent privacy
enhancements. Given that P2PWNC does not entail central registration to a service
provider and that users are free to switch identities at will, our scheme enhances user
anonymity.

4.2.1 A tunneling-based scheme
Between an access provider (visited AP) and a consumer (roaming peer), no trust

is assumed and no form of cooperation and interaction is expected, other than that
dictated by the P2PWNC protocol. Therefore, there is the risk for a visitor that
the traffic forwarded by the AP on his behalf is intercepted. On the other hand, the
visitor may engage in malicious acts, masking behind the provider’s home network.
A solution to this issue comes with the use of tunneling. A visited AP only forwards
a user’s traffic from/to a specific IP address (or a restricted number thereof). This
address can be negotiated with the AP after a P2PWNC session has successfully been
established and serves as the visitor’s trusted gateway.

After negotiation, the user sets up a Virtual Private Network to this gateway and
securely relays all his Internet traffic through it. This approach mandates that the
user operates a trusted VPN gateway. Considering the overall P2PWNC architecture,
and to offer a user-centric feel, we have proposed that this VPN functionality be built
within the firmware of the user’s home router, which, at the same time, operates
the P2PWNC protocol to offer access to other community members. Obviously, for
improved performance, and if the user can afford it, he can operate the VPN gateway
on separate equipment, and even outside his home network.

With this approach, confidentiality of the user’s traffic is ensured, while the ser-
vice provider cannot be held liable for illegal activities carried out by the visitor,
since potential attacks, download or distribution of illegal content, or other malicious
behavior will appear to have been performed from the visitors’s home network (or
the network where his VPN gateway is located).

4.2.2 Rendezvous and call setup
Given that visitors have set up secure tunnels to their home networks, we now

show how a voice (or multimedia) call can be set up between two users accessing the
Internet via foreign P2PWNC hotspots. In order to spare users the need for extra
equipment acting as a VPN gateway, we have built this functionality in the AP’s
firmware. It should be noted that this AP may serve other P2PWNC visitors at the
same time. Note that, although this description is P2PWNC-specific, our approach for
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Figure 4.2: A P2PWNC-based secure multimedia call

establishing multimedia communication could be applied to other underlying access
schemes. Our basic goal is to demonstrate that a secure multimedia session can be set
up in a user-centric manner, with minimal dependence on centralized infrastructures.
Figure 4.2 shows the proposed scheme.

A major challenge one has to tackle is for the caller to discover where to initiate
the call to. The call endpoints are reachable via their home VPN gateways. Thus,
the caller needs to discover the IP address of the callee’s home. Public home IP
addresses are typically assigned by the users’ ISPs and, more often than not, they
are dynamically allocated from the ISP’s DHCP pool. Here we present a solution
for peer discovery based on the exchange of GSM SMS text messages, based on the
following assumptions:

− At any time, a user is aware of the IP address of his home VPN gateway, which
he can communicate to its peer. This is necessary, not only for user discovery,
but also to set up a tunnel in the first place.

− A user who wishes to initiate a call to the other end knows his peer’s GSM
mobile phone number. This is a reasonable assumption to make, given that
either the two users know each other from prior contact and have exchanged such
information, or the caller is aware of the callee’s phone number via an external
channel. In any case, this model follows the traditional GSM paradigm. Also,
it is reasonable to assume that cellular phone owners have active subscriptions
with GSM operators, and can thus be reachable over GSM.

This is a point where we relax our decentralization assumption: We rely on the
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centralized GSM infrastructure, but only for reasons of service discovery, and ex-
ploiting an external communication channel that is ubiquitous and already in use by
peers.

Peer discovery works as follows: Suppose that users W1 and W2 wish to establish
a voice call. W1 and W2 are assumed to have established P2PWNC sessions with APs
V1 and V2 respectively (V1 and V2 belong to two other P2PWNC peers) and tunnel
all their Internet traffic to their home gateways, H1 and H2 respectively. In order to
initiate the call, W1 sends an SMS to W2, informing him of his home gateway’s (H1)
IP address. The SMS can also convey other session parameters, such as the port on
which his gateway can receive a media stream, codec parameters, and security-related
information. (See Section 6.2.4 for a discussion on achieving end-to-end security.)
Then, W2 responds with the voice stream, which is first tunneled to H2, then routed
to H1, and, finally, tunneled to W1.

It should be noted that the voice application at the W1 side should be prepared
to receive an incoming stream at the agreed upon port. Also, the appropriate state
should have been set up at both home gateways so that incoming packets with the
peer’s home gateway’s IP as the source are forwarded to the appropriate tunnel end-
point. (A home VPN gateway may be managing multiple tunnels to roaming stations
at the same time.)

Various alternative technologies exist for implementing tunnels. In our measurement-
based evaluation we have used OpenVPN [92], a popular and easy to deploy SSL/TLS-
based solution. In our earlier experiments, though, we had applied an L2TP/IPsec-
based scheme [100], which is more complex (protocol-wise) and with higher per-packet
space overhead. VPN tunneling imposes an important data and processing overhead,
the effects of which on voice quality are studied in Section 4.4.

As a final note, there are various alternatives to accomplish rendezvous between
the two call endpoints, which we discuss in Section 6.2.2. In the IP telephony world,
call initiation is typically achieved by means of signaling protocols like SIP [105] or
H.323 [65]. However, these involve server components for registration, rendezvous,
proxying, etc., and would probably incur additional managerial and performance
overhead, especially for non-expert users and home networking equipment.

4.3 Adherence to the principles of user-centrism
We now summarize our arguments that our design is in line with the principles of

user-centric wireless networking, as stated in Section 1.2.2.

The user at the center All through our design, users have a central role. They
enjoy the role of network access providers, autonomously manage their identities,
and operate decentralized security and multimedia services. We also evaluate the
performance of these services (see Section 4.4) attempting to measure user-perceived
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quality.

Open access Anyone can practically join the community by offering a share to
his resources. Users also do not have to register with any service; they can simply
generate their own, self-certified identity, which they can dispose at any time. Services
are built on a voluntary basis. If a two peers need to communicate securely, it is up
to them to operate their own VPN gateway at their premises.

Decentralization and distribution of tasks Both at the access and the service
provision layer, operation is decentralized. P2PWNC does not entail a centralized
user registration and accounting scheme. Instead of relying on a small set of operators
to deploy the network infrastructure, we build on the private contributions of (most
often residential) WLAN owners. Our service architecture on top of it makes minimal
use of centralized infrastructures for peer discovery.

Low-cost operation We have designed and implemented the system to run on off-
the-shelf wireless routers and commodity handheld devices. Network access if free,
while joining the community requires minimal cost; a user can share the excess capac-
ity of his broadband connection via Wi-Fi and need not spare additional equipment
nor operate dedicated servers. Open-source implementation assists in the system’s in-
expensive operation, while operation in ISM frequency bands facilitates deployment
and makes wireless access provision possible without the complexities and cost of
acquiring a license.

Security, trust and user rationality We have put much emphasis on the security
aspects of our design. The Wi-Fi sharing protocol used is secure against hijacking,
while the underlying decentralized accounting scheme protects from excessive free-
riding. Free and disposable identifiers, while raising security challenges, enhance
roaming anonymity. The tunneling-based approach, where two peers communicate
via their home networks, enhances location privacy, since peers do not disclose their
point of attachment to each other. (If the public IP address of the visited network is
disclosed, the approximate location of a peer could be guessed.) Since we have not
assumed that providers and consumers trust each other, this approach also protects
users from eavesdropping and service providing peers from illegal activities of anony-
mous consumers. Some attacks are still possible, which we show how to tackle in
Section 6.2.4, in order to achieve end-to-end security.

Our design assumes that users are rational entities; they always act to maximize
their utility and never on pure altruism. Efstathiou [29] provides an extensive study on
this issue at the access level. At the multimedia service provision layer, this principle
is also respected. Service providing APs are not involved in the process of setting up
secure communication, since they do not have a direct incentive to do so. (They still
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need to be aware that their visitors tunnel their traffic home, for security and legal
purposes studied above.) End-to-end multimedia communication is performed in a
provider-agnostic manner.

4.4 Performance evaluation
We first estimate upper bounds on the number of VoIP calls that can be supported

in a community-based Wi-Fi access scheme using a simple throughput model. Then,
we perform a set of experiments where we measure user QoE and quantify quality
degradation factors that the model cannot capture, such as the processing overhead
imposed by VPN mechanisms. In the following sections, the term VoIP capacity
denotes the maximum number of simultaneous VoIP connections that can be handled
in a specific scenario.

4.4.1 Upper bounds on VoIP capacity
Analysis

Prior work [43] reveals that even though the bitrate of a VoIP call may be small,
the overhead imposed by the IEEE 802.11 PHY and MAC mechanisms and packet
headers is such that an unexpectedly low number of concurrent VoIP sessions can
be sustained by a Wi-Fi cell. In this section, we adapt the simple analytical model
proposed by Garg and Kappes [43] to our scenario which involves two wireless last
hops, to estimate an upper bound on the number of concurrent voice calls of accept-
able quality. Here we focus on the effects of the PHY and MAC layers, as well as the
packet overhead imposed by VPN mechanisms.

The IEEE 802.11 Distributed Coordination Function (DCF) is a CSMA/CA mech-
anism for arbitrating channel access. DCF dictates that for a station to transmit a
packet, it should sense the medium idle for a specified time duration called DCF
Interframe Space (DIFS). If so, the station enters a contention phase, where it senses
the medium for a random number of slots. For each idle slot, it decrements a counter
and transmission starts when the timer reduces to zero. If the medium is sensed busy
at a contention slot, the station “freezes” its counter and needs to sense the medium
idle again for a DIFS period before reentering the contention phase. The number
of slots the medium should be sensed idle is drawn uniformly at random withing a
Contention Window (CW). It is possible that the backoff counters of two stations
reach zero at the same timeslot. The stations will transmit and collision will occur.
In a collision event, which is identified by the lack of an acknowledgment, stations
retry transmission by drawing a new backoff counter value, doubling the size of the
CW, after they have waited for a DIFS period. A retry limit is specified, after which
a frame is considered dropped.
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Table 4.3: Fixed overhead for the transmission of an IP datagram over IEEE 802.11.
A variable delay is also introduced due to the DCF mechanism.

Overhead Size IEEE 802.11b IEEE 802.11g
(@11Mbps) (@54Mbps)

PHY 192 µs 20 µs
Slot time (TSLOT ) 20 µs 9 µs

MAC header 272 bit 24.7 µs 5 µs
SIFS 10 µs 10 µs
DIFSa 50 µs 28 µs
ACK 112 bit 10 µs 2 µs

IP header 160 bit 14.5 µs 3 µs
UDP header 64 bit 5.8 µs 1.2 µs
RTP header 96 bit 8.7 µs 1.8 µs

Security (OpenVPN)b 680 bit 61.8 µs 12.6 µs
Security (L2TP/IPsec)b 896 bit 81.5 µs 16.6 µs
a TDIFS = TSIFS + 2× TSLOT
b The space overhead due to tunneling varies, since padding is added

to unencrypted data based on their size. The above values refer to
the case for 60-byte unencrypted IP datagrams carrying 20 bytes of
audio payload, a UDP and an RTP header.

The above procedure imposes significant MAC-layer overhead, which is more ev-
ident when small packets are transmitted, as is typically the case for VoIP services.
Also, for each transmission, there is some physical layer overhead: A preamble used
for synchronization and the Physical Layer Convergence Protocol (PLCP) header
transmitted at a low rate precede each frame. Two preamble types are specified. The
short preamble is 72 bits and is transmitted at 1 Mbps, but is not compatible with
legacy IEEE 802.11 systems, therefore the long preamble is typically used in IEEE
802.11b. When using the short preamble, the PLCP header (48 bits) is sent at 2Mbps
and the total PHY layer overhead adds up to 96 µsec. In contrast, using the long
preamble (144 bits), the header (48 bits) is transmitted at 1Mbps and the total PHY
layer overhead is 192 µsec. In a Wi-Fi BSS operating in pure IEEE 802.11g mode
(when no legacy IEEE 802.11b devices exist) the physical layer overhead adds up to
20 µsec.

For IEEE 802.11b and IEEE 802.11g, fixed PHY, MAC and network (IP) layer
overhead is presented in Table 4.3, where frame transmissions, except for the preamble
and the PLCP header, are carried out at 11 and 54 Mbps, respectively. Depending
on the higher-layer protocols used, overhead due to protocol headers increases.
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A simple throughput model for our setup is given by

S =
TP

TP + TOverhead

×R, (4.1)

where TP is the time required to transmit the audio payload at rate R and TOverhead

is the time overhead due to PHY, MAC and other higher-layer protocols. Our system
handles constant bitrate, bidirectional flows. Let Ra denote the bitrate of a voice
call. For G.729a, Ra = 16Kbps (8Kbps for each direction). The total number of
simultaneous voice sessions is thus given by

nmax =

⌊
TP ×R

(TP + TOverhead)×Ra

⌋
, (4.2)

where

TOverhead = 2× (TDIFS + TDCF + TSIFS + TACK + THeaders) + TP . (4.3)

THeaders stands for the overhead imposed by MAC, IP, UDP, RTP and potential
security related headers (OpenVPN or L2TP/IPsec). Note that TOverhead is the time
overhead for two wireless transmissions, therefore Eq.(4.3) also includes the “seri-
alization” time (TP ) for retransmitting the packet payload over the second wireless
hop.

The only component in the above equation that varies with the number of stations
and traffic is the overhead imposed by the DCF mechanism. In IEEE 802.11b, and
under various assumptions, Garg and Kappes have approximated it as TDCF = 8.5×
TSLOT +TW ×Pc, where TW = TPHY +THeaders+TDIFS+TSIFS+TP is the time wasted
for a packet that has suffered collision and Pc is the collision probability calculated as
Pc = 0.03. In the following results, we make the following simplifying approximations
to derive an upper bound on VoIP capacity:

− The time a station spends waiting for the medium to become idle is composed
only of idle slots counted during the backoff phase. Namely, we ignore the
case when a station freezes its backoff counter when sensing a transmission and
the DIFS time that it has to sense the channel idle before restarting its backoff
procedure. Since the transmission of a VoIP packet occurs rarely (once every 20
ms) and occupies little time (31 µs for IEEE 802.11g), it is reasonable to assume
that when operating below capacity, and given that VoIP traffic sources are
not synchronized, the probability that a packet is generated during an ongoing
transmission is low. With this approximation, we get TDCF ≈ CWmin

2
×TSLOT =

8×TSLOT for IEEE 802.11g. It should be noted that this approximation becomes
less accurate as the size of packets increases (e.g., due to the space overhead
imposed by security mechanisms).

− There are no collisions when operating below capacity.
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Table 4.4: Estimated maximum number of simultaneous VoIP calls in our wireless-
to-wired-to-wireless scenario

G.729a G.711
IEEE 802.11ba- Unencrypted 7 6
IEEE 802.11b - OpenVPN 6 5
IEEE 802.11b - L2TP/IPsec 6 5
IEEE 802.11gb- Unencrypted 30 26
IEEE 802.11g - OpenVPN 27 25
IEEE 802.11g - L2TP/IPsec 27 24
a For IEEE 802.11b, we using the approximation

of Garg and Kappes [43], where TDCF = 8.5 ×
TSLOT + Pc × TW .

b For IEEE 802.11g, we use TDCF = CWmin

2
×

TSLOT .

We numerically evaluate Eq. (4.2) and compare the maximum number of simulta-
neous voice connections that can be achieved when using unencrypted VoIP streams
with the case when they are secured with OpenVPN or L2TP/IPsec. In the latter
cases, the total overhead due to protocol headers is shown in Table 4.3. (Details on
the structure of a VPN-secured packet are discussed in Section 4.4.2.) We also com-
pare the use of G.729a with G.711, in each case sending 20 ms of audio payload per
packet (20 vs. 160 bytes). G.711 trades bandwidth requirements for slightly better
audio quality. Our results are presented in Table 4.4.

Silence suppression

A technique that can significantly improve capacity at the expense of implemen-
tation complexity is silence suppression by means of Voice Activity Detection (VAD)
techniques. In this case, packets are not transmitted if no voice activity is detected,
thus reducing bandwidth demands. When the start of a silence period starts, the
transmitter signals the receiver with special packets so that the latter generates com-
fort noise. During a talk-spurt, packets are sent at a constant rate.

The performance benefits of using VAD cannot be easily quantified, because they
heavily depend on actual voice activity during a session. A simplifying assumption
would be that VAD reduces required bandwidth by 50%. However, various studies
indicate that a voice activity detector creates silence and activity periods of different
durations, thus the Voice Activity Factor (VAF) 1, which determines the required
bandwidth, may be less than 0.5.

1The Voice Activity Factor, denoted as α, is the ratio of time the source is active.
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ITU-T Recommendation P.59 [59] describes a method to generate artificial conver-
sational speech based on a 4-state Markov model. It reports the temporal parameters
of conversational speech, averaging the results of prior studies which where based on
the analysis of speech samples (among which the popular work of Brady [18]). In
particular, the reported average duration of a talk-spurt is 1.004 s and the respective
duration of a silence period is 1.587, yielding a VAF of a = 0.38. Eq. 4.2 then becomes

nmax =

⌊
TP ×R

(TP + TOverhead)× a×Ra

⌋
. (4.4)

As shown in Figure 4.3, under the assumptions that (i) a = 0.38, (ii) the G.729a
codec is used, (iii) each packet carries 20 ms of audio payload, and (iv) IEEE 802.11g
at 54 Mbps is used, applying VAD techniques improves VoIP capacity from 30 to 79
simultaneous calls. For the same settings, IEEE 802.11b (11 Mbps) capacity could
improve from 7 to 18 calls.

The effects of the payload size

A further option to increase VoIP capacity is to increase the size of the audio
payload, for instance by packing multiple samples in a single packet. However, in-
creasing audio payload can arguably make quality worse, due to increased delay, loss
and jitter. Most commercial implementations use small payload sizes (10-30 bytes).
Figure 4.3 shows the increase in voice capacity as the audio payload size increases
in our scenario which involves two wireless hops. Note that while G.729a applies
compression such that 10 ms of audio are encoded using 10 bytes, for G.711, 10 ms
of audio expand to 80 bytes.

4.4.2 Experimental methodology
Our calculations in the previous section cannot capture the effects of cryptographic

operations on VoIP capacity and involve simplifications about MAC layer behavior.
To address these issues, but also to offer a user-centric view of how voice quality
is perceived and study how transport level characteristics are associated with the
achieved QoE, we performed a set of testbed experiments.

Again, we wish to estimate the VoIP capacity of our secure tunneling-based ar-
chitecture when critical security functionality is build on typical home Wi-Fi devices.

The distinctive characteristics of our approach are that:

− Both call endpoints are assumed to be attached at community-operated Wi-Fi
APs.

− Users tunnel their traffic to trusted VPN gateways. In our case, these gateways
are collocated with each user’s home Wi-Fi router (built into its firmware).
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Figure 4.3: Evolution of VoIP capacity as the audio payload per packet increases, for
the G.729a and G.711 codecs, also with the application of VAD for silence suppression.
We have selected to experiment with 20 ms audio payloads per packet.

− A Wi-Fi sharing protocol may be in place. In our case, we apply the P2PWNC
scheme, which incurs performance overhead due to public key cryptographic
operations.

Thus, the requirements for a typical P2PWNC-enabled home WLAN AP are the
following:

− Route mobile client’s traffic using NAT 2.

− Operate the P2PWNC protocol.

− Act as the home VPN gateway for its owner3, while the latter is visiting other
(untrusted) P2PWNC APs. Encryption mechanisms and packet expansion due
to additional headers cause processing and data overhead.

Our experimental methodology and testbed setup have to consider the above require-
ments and study their combined effect on the performance of a P2PWNC-enabled
AP.

2In a typical WLAN setting, wireless clients are given private IP addresses via DHCP and the
AP uses NAT to route traffic from/to the clients. In our architecture, most APs are expected to be
connected with a single DSL line and, thus, have only one public IP address.

3Note that, at the same time, multiple tunnels with different endpoints may be active, since a
single account may be in concurrent use by more than one users.
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Testbed desrciption

Figure 4.4: Testbed setup for our VoIP quality measurements. Time synchronization
between measurement endpoints is carried out over Ethernet.

VoIP call endpoints are laptops running Linux 2.6.38. We have implemented a
set of measurement tools to generate constant bitrate bidirectional UDP streams to
emulate VoIP traffic and have selected OpenVPN [92] to implement VPN tunnels,
due to its configuration simplicity and popularity.

Since we wish to test the capabilities of standard low-cost WLAN equipment, we
have used Linksys WRT54GL wireless routers running the Openwrt [93] Kamikaze
8.09 distribution (Linux 2.4.35). We have also included the necessary cryptographic
libraries (OpenSSL 0.9.8) and a utility which periodically performs P2PWNC receipt
verifications, to measure the effects of P2PWNC receipt operations on VoIP per-
formance. Linksys WRT54GL APs are based on the Broadcom BCM5352 chipset,
which includes a 200MHz MIPS processor,16Mb RAM and 4Mb of permanent storage
(flash) where the firmware is also stored. A Broadcom IEEE 802.11b/g Wi-Fi adapter
(controlled by a proprietary driver) is also included.

Transmission rate was fixed at 54 Mbps to disable rate adaptation and the RTS/CTS
mechanism was disabled. Our testbed operated in pure IEEE 802.11g mode (i.e., the
physical layer overhead was 20 µs, TSLOT = 20µs and CWmin = 15). Each AP
operated in different non-overlapping channels (1 and 11).

To estimate the quality of voice calls we needed accurate measurements of network
delay. We achieved this by comparing the timestamps generated at the transmitter
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and the receiver end for each voice packet. Transmitters and receivers were syn-
chronized using NTP: One of the two laptops was operating an NTP server and the
gigabit Ethernet interfaces of the two hosts were connected back-to-back, so that
VoIP (wireless) traffic was isolated and the required accuracy level (of a few hun-
dreds of microseconds) was achieved. In our experiments, packets were sent at fixed,
20 ms intervals, so synchronization is considered fairly accurate.

VoIP quality assessment

We emulated voice conversations by setting up bidirectional UDP flows between
two laptop PCs. We implemented our own traffic generators, sending 50 packets per
second with 20 bytes of audio payload each and 12 bytes for the RTP header. This
traffic pattern corresponds to the G.729a codec, which is used by many available
VoIP phones. The 20 bytes of packet payload contain 20 ms of voice. Each host was
connected to a different IEEE 802.11g WLAN AP and each voice call lasted for at
least 120 seconds. We assume that at the receiver end there is a dejitter buffer to
ensure smooth playout at the expense of a constant 60 ms delay.

We initiated parallel VoIP calls between the two laptops and collected delay and
loss information for each packet at the receiver end for one of the two call directions.
Since our testbed is symmetric, the same results were observed for the opposite di-
rection.

Our results reflect the perceived voice quality for a single call in the presence of
simultaneous calls. For the VPN experiments, we also set up VPN tunnels between
the laptops and the APs each one was connected to.

To estimate VoIP QoE, we used the evaluation methodology of Cole and Rosen-
bluth [23] to reduce ITU-T’s E-model to transport level metrics. This methodology
was presented in detail in Section 2.5.3. We can thus derive a score that represents
the subjective quality of a voice call based only on network delay, jitter and packet
loss information, which are directly measurable in our testbed. For the codec config-
uration described above, this score (R-factor) is given by the following formula (see
Eq. (2.5) in Section 2.5.3):

R = 94.2− 0.024 · (dnetwork + 85)

− 0.11 · (dnetwork − 92.3) ·H(dnetwork − 92.3)− 11

− 40 · ln[1 + 10 · (enetwork + (1− enetwork) · edejitter)]

where:

− dnetwork is the end-to-end network delay in ms

− enetwork represents the percentage of packets lost in the network path

− edejitter represents the packet discard ratio at the dejitter buffer of the receiver
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− H(x) = 1 if x > 0; 0 otherwise

Furthermore, the R-factor can be mapped to a subjective Mean Opinion Score
(MOS) as shown in Eq. (2.2). For a call of acceptable quality, average MOS should
be over 3.60 (R-factor greater than 70).

Security parameters

The home wireless router operates also as a VPN gateway. In our prior work [31]
we experimented with an L2TP/IPsec solution, building the Openswan IPsec imple-
mentation into the router’s firmware. The L2TP protocol was used for implementing
tunnels and IPsec ESP (Encapsulating Security Payload) [71] was used to secure them
[100]. IPsec operated in transport mode using the AES-CBC algorithm (128bit keys)
for data encryption. Preshared keys were used for authentication.

The above solution was complex protocol-wise, but also as far as configuration
and maintenance were concerned. As to its space overhead, the original IP packet
(IP, UDP and RTP headers and voice payload, adding up to 60 bytes) is encapsulated
in a PPP frame (4-byte header), which is carried within an L2TP tunnel, thus an
8-byte L2TP header and an 8-byte UDP header are prepended to it. The resulting
packet will be encrypted using the AES-CBC algorithm and encapsulated in an ESP
header and trailer. The input data of the encryption algorithm also include the ESP
“pad length” and “next header” fields (1 byte each) and their total length is 82 bytes.
Before encryption, they are padded to become a multiple of the 16-byte AES-CBC
block size, raising their size to 96 bytes. ESP packet contents also include the AES
initialization vector (16 bytes), sequence number (4 bytes) and SPI index (4 bytes),
as well as an integrity check value of 12 bytes (HMAC-MD5). Finally, the 132-byte
packet is prepended with an IP header, adding up to a total of 152 bytes (compared
to the 60 bytes of the unencrypted voice packet). Figure 4.5 shows the format of a
tunneled VoIP packet using L2TP/IPsec.

Figure 4.5: Per-packet space overhead for an encrypted/tunneled VoIP packet using
L2TP/IPsec.

Note that in a practical P2PWNC-based scenario, NAT traversal would be used
for IPsec communication, since users are typically in private LANs, and this would
add to the space overhead (additional UDP encapsulation for traversing NAT).
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Figure 4.6: Structure of a tunneled packet using OpenVPN.

Instead of L2TP/IPsec, in this set of experiments we opted for an OpenVPN-based
solution, maintaining the same security level (128-bit AES-CBC, but also certificate-
based SSL/TLS session authentication and key exchange and HMAC-SHA1 packet
authentication) and exploiting the popularity, configuration simplicity and wide avail-
ability of OpenVPN. In this case, the size of a 60-byte IP datagram expands to 145
bytes (compared to 152 bytes when using L2TP/IPsec). The structure of a packet
tunneled over UDP using OpenVPN [113] and the above combination of encryption
and authentication schemes is shown in Figure 4.6. Note that the size of the data to
encrypt is 64 bytes (audio payload plus the 4-byte ID field). Since this is a multiple
of the AES-CBC block size, a 16-byte padding is necessary.

P2PWNC parameters

The main overhead of the P2PWNC protocol is due to CPU-intensive receipt op-
erations. We measured this effect by performing receipt verifications at the APs at
regular intervals, instead of executing the full P2PWNC protocol exchange. It should
be noted that receipt generation at the client side can also be CPU-expensive (espe-
cially when using RSA). However, depending on the number of ongoing P2PWNC
sessions, the CPU cost of P2PWNC for the AP can be much larger than that of a
single client and the CPU bottleneck which in turn affects VoIP performance is on
the AP side. We argue that the effects of receipt signatures (even when these are
executed on small form factor processors, such as those of handheld devices) on the
performance of a single VoIP session are negligible compared to those due to verifi-
cations on the AP. Thus, for reasons of simplicity and clarity, we have decided not
to carry out cryptographic operations on the client side in our experiments.

As to the P2PWNC-specific cryptographic parameters, we have used both the
RSA (1024 bit keys) and the ECDSA (160 bit keys) algorithms for receipt generation
and verification. Equivalent security to 1024 bit RSA keys can be achieved with 160
bit keys respectively [74]. As to the ECDSA-specific parameters, we have used the
secp160r1 verifiably random curve over the Fp finite field [114][115] to generate 160
bit keys.



4.4. PERFORMANCE EVALUATION 55

Table 4.5: Receipt operations CPU times
Security level (RSA / ECC)

Key size (bits) 1024 / 160 2048 / 224
Generation (ms) 300.6 / 20.3 1529.0 / 23.4
Verification (ms) 12.3 / 114.7 37.9 / 135.7

4.4.3 Results
In this section we present the results derived from our measurements. For refer-

ence, we have included the pure CPU times needed for a P2PWNC receipt genera-
tion and verification on the Linksys WRT54GL platform (Table 4.5). It should be
noticed that receipt verifications (public key operations) are performed slower when
the ECDSA algorithm is used instead of RSA. The opposite holds for receipt gen-
erations, which involve digital signing using the issuer’s private key. However, fast
digital signing is more important for the typically battery-powered mobile devices4.
This, combined with the reduced space overhead due to smaller key/signature sizes
makes ECDSA more favorable from the viewpoint of mobile devices.

The figures presented in this section include end-to-end network delay, packet loss
and dejitter buffer loss statistics for three types of experiments; (i) plain unencrypted
VoIP transport, (ii) emulation of the space overhead introduced by OpenVPN tun-
neling, and (iii) VPN-secured VoIP transport.

For each experiment, we also calculate user-perceived VoIP QoE as a function of
the above three quantities and for the codec settings we have assumed. Each data
point is the mean of the measured values for 5 iterations of the same experiment, i.e.,
5 VoIP calls under the same conditions, presented with 95% confidence intervals. For
each iteration, the R-factor was calculated using the mean values for delay, network
loss and dejitter buffer loss.

We also discuss results on the effects of P2PWNC operations on VoIP quality and
report on our prior results obtained in an IEEE 802.11b testbed.

Experiment 1: IEEE 802.11g performance Our first experiment does not in-
volve any security mechanisms. Instead, it measures transport level characteristics
and quantifies user QoE for an unencrypted end-to-end VoIP session. The major
quality degradation components are due to IEEE 802.11 MAC and PHY layer mech-
anisms. This experiment serves as a baseline case for measurements to follow. We
find that 30 concurrent VoIP sessions can be sustained, with mean R-score > 75
(Figure 4.10). Beyond that point, network delay reaches more than 100 ms (Fig-
ure 4.7), which, combined with the intrinsic encoder delay (25 ms) and the playout
delay introduced by the dejitter buffer, but also with noticeable network (Figure 4.8)

4P2PWNC receipts are generated by mobile nodes and verified by the service-providing AP.



56 CHAPTER 4. USER-CENTRIC SECURE MULTIMEDIA SERVICES

and dejitter buffer (Figure 4.9) loss makes call quality unacceptable. Results of this
experiment are shown as the blue curves in the figures.

The results of this experiment exactly match the upper bound derived using a
simple analytic model in Section 4.4.1 (see Table 4.4).

Experiment 2: VPN space overhead In this experiment we quantify QoE degra-
dation due to the space overhead imposed by VPN mechanisms. We do not carry
out any cryptographic operations. On the contrary, we transmit packets of fixed size,
equal to the size of 60-byte VoIP datagrams tunneled using OpenVPN. As discussed
in Section 4.4.2, the size of each such IP datagram is 145 bytes. There is a noticeable
drop in VoIP capacity in this case: Space overhead accounts for a 30% decrease in
VoIP capacity, which is not fully captured by our analytic model. Instead of the
measured maximum number of 21 concurrent high-quality VoIP sesssions (With 21
ongoing calls, R-score is still above the quality threshold, as shown in Figure 4.10.),
we had estimated that 27 calls could be sustained. We believe that this is because
our analysis underestimated the delay imposed by the IEEE 802.11 DCF. As packet
size increases, the probability that a node senses the medium busy while being in
its backoff stage increases. This causes its backoff counter to freeze, moving TDCF

beyond the optimistic CWmin

2
× TSLOT value that we had assumed.

Experiment 3: Combined VPN space and processing overhead Our 3rd

experiment focuses on the combined effect of VPN space and processing overhead.
Note that we have assumed that each call endpoint operates a separate VPN gateway
at his premises, building this functionality in the Wi-Fi router’s firmware. Other
options which would offer performance enhancements are possible (e.g., dedicating
a more powerful device to this purpose or negotiating an end-to-end secure tunnel,
which would involve a single encryption and decryption operation per packet), but
our solution is more generic and spares the need for separate VPN equipment.

This time, performance is severely impacted. However, a reasonable number of
parallel high-quality VoIP sessions is possible to support. In particular, 8 such calls
can be simultaneously supported, maintaining very high quality (mean R-score > 80),
as Figure 4.10 indicates. However, adding a single secure VoIP call causes all sessions
to collapse: One-way network delay increases to more than 220 milliseconds, while
5-10% of transmitted packets are lost. Dejitter buffer loss was minimal in all our ex-
periments. Packet loss obviously does not occur due to congested wireless links, since
for the same traffic pattern without performing VPN-related cryptographic operations
(see Experiment 2), loss was negligible. Rather, increased processing requirements at
the APs incur queuing delays, which cause buffer overflows and thus packet loss.

As a final note, the AP processor is much slower than that of the laptops we used
in our experiments. Tests we carried out using the OpenSSL speed utility revealed
that the cryptographic throughput of encrypting 64-byte blocks using the AES-CBC
algorithm (128 bits) on a Linksys WRT54GL was 2 MBps, compared to 90 MBps on
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Figure 4.7: One-way network delay for a VoIP session in the presence of increasing
numbers of parallel wireless-to-wired-to-wireless calls. Three scenarios are shown:
The blue curve (circles) shows the case for a plain unencrypted G.729a call. The
green curve (squares) presents a scenario where we emulated VoIP calls secured by
OpenVPN, without performing encryption and decryption. The red curve shows the
delay for an OpenVPN-secured VoIP call using AES-128.

an Intel i3 quad-core CPU (making use of a single core for the speed test, though)
which we used in our experiments. The laptop was capable of encrypting/decrypting
approximately 1.4M packets/sec, while 9 concurrent VoIP sessions generated and
received 900 packets/sec. Therefore, for 9 concurrent VoIP sessions, the AP seems
to be the bottleneck, even though in our testbed the laptop was handling the same
amount of traffic to encrypt/decrypt.

Experiment 4: P2PWNC overhead In this set of experiments we measure the
effects of CPU-expensive P2PWNC receipt verifications on VoIP performance. In our
prior work [31] we observed that frequent receipt requests (in the order of once every
few seconds – see also Experiment 5) have an adverse effect on service quality, since
they require frequent costly verifications.

Receipt request frequency is a parameter which is controlled by the operator/owner
of the community Wi-Fi router. The proper choice of this parameter depends on (i)
the expected duration of a P2PWNC session, and (ii) the number of ongoing sessions,
as well as (iii) traffic and CPU load on the AP. Frequent receipt requests ensure that
little or none of the visitor’s traffic will be unacknowledged at the end of the session,
but at the same time increase load and in turn affect performance. One would expect
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Figure 4.8: Network packet loss for a VoIP session in the presence of increasing
numbers of parallel wireless-to-wired-to-wireless calls. Scenarios are the same as with
Figure 4.7.
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Figure 4.9: Percentage of packets dropped at the receiver dejitter buffer due to ex-
cessive jitter. Scenarios are the same as with Figure 4.7.
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Figure 4.10: User QoE expressed in terms of the E-model’s R-factor. Acceptable
quality calls score 70 or more (solid straight line).

that a typical P2PWNC session would last at least a few minutes and the number of
concurrent visitors would be limited. In such cases, a reasonable choice would be an
order of one receipt every few tens of seconds or every few minutes.

Given the above discussion, we measured VoIP quality degradation for a fixed
number of concurrent VoIP sessions, while increasing receipt verification frequency.
We found that when the RSA algorithm is used, which is known to put little CPU
overhead on the wireless router, 20 parallel unencrypted VoIP streams can be sus-
tained with minimal QoE degradation, even when the AP performs (more than) 20
verifications/sec, i.e., requesting on average 1 receipt/sec from each associated client.
Even in this extreme case, end-to-end one-way network delay is below 15 ms, and
jitter and network packet loss are negligible, yielding an R-factor of approximately
80.

When using the ECDSA digital signature scheme, each receipt verification takes
approximately 100 ms on the Linksys platform when no traffic is present. Therefore,
no more than 10 receipts/sec can be verified in ideal conditions. Otherwise, the AP
may not verify the receipt in time, i.e., before it is time for a new receipt request.
When there is traffic to handle, the CPU is shared among routing and cryptographic
operations, which further increases verification time, while also affecting network
performance. Therefore, to sustain 20 parallel VoIP sessions, receipt request frequency
should be reduced.

Finally, when VPN mechanisms are in place (see Experiment 3), the maximum
number of parallel VoIP sessions is 8. We measured the QoE of a single call when 8
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Table 4.6: Maximum number of VoIP calls of acceptable quality in an IEEE 802.11b
setting. L2TP/IPsec are used for tunneling, instead of OpenVPN [31].

Scenario Supported calls
Plain 7
P2PWNC (RSA 1024) 7
P2PWNC (ECDSA 160) 6
VPN - P2PWNC (RSA 1024) 5
VPN - P2PWNC (ECDSA 160) 2

VPN-secured VoIP sessions are ongoing. For high ECDSA receipt request/verification
frequencies (e.g, 1 to 8 requests/sec), VoIP quality is unacceptable; network delay
increases up to a few hundred milliseconds, while packet loss was more than 50%
for frequencies of more than 4 requests/sec. Considering that the space overhead
for 8 parallel VPN-secured calls is negligible, we find that this type of packet loss
is due to delayed processing by the encryption/decryption engine, resulting in queue
overflows. Acceptable quality (R-factor > 70) was observed when the AP carried out
one verification every 10 seconds or more.

Note that if our target is to sustain only up to 4 parallel VPN-secured VoIP
sessions, even a rate of 1 ECDSA receipt request per second yields acceptable voice
quality.

Experiment 5: Comparison with IEEE 802.11b In our prior work [31, 38] we
presented results from a similar set of experiments, albeit using IEEE 802.11b, but
also L2TP/IPsec for implementing tunnels. Table 4.6 shows the maximum number of
simultaneous voice calls of acceptable quality that can be supported in such settings.
When no security mechanism is in place and P2PWNC is not in use, in our wireless-to-
wired-to-wireless scenario, 7 calls can be sustained. This is in line with our theoretical
upper bound of Section 4.4.1. We also experimentally verified the results of Garg and
Kappes[43] that 14 calls can be admitted given our codec settings in a single-hop
wireless-to-wired scenario, using MOS metrics.

It should be noted that in the experiments involving P2PWNC operations, we
assumed that there is a one-to-one correspondence between a voice call and a client
and that the AP requests a receipt every 5 seconds, which is a rather aggressive and
costly choice, especially as the number of VoIP sessions (clients) grows. Even in such
settings, a number of secure calls is still possible.

Summary of results Here we summarize the major results of our experimental
evaluation.

− When no security mechanisms are in place, the upper bound on voice capacity
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is 30 parallel G.729a calls. The experimental result matches the one derived
using a simple analytic model.

− Due to packet expansion caused by the application of OpenVPN as a tunnel-
ing scheme, we measured that voice capacity drops to 21 calls. Our analysis
indicates that the upper bound is 27 calls. This discrepancy is due to the fact
that our analysis underestimates delays due to contention for medium access
(TDCF ), which increases end-to-end delay and packet loss.

− Operating OpenVPN in typical off-the-shelf Wi-Fi equipment is the major qual-
ity degradation component: Only 8 high-quality VoIP sessions can be sustained,
and this is due to increased delay imposed by the CPU-intensive encryption and
decryption operations at the AP. To the best of our knowledge, we were the first
to quantify the performance of community-based secure VoIP communication
in a setting where both call endpoints connect to community-owned Wi-Fi APs
and VPN gateway functionality is implemented in home Wi-Fi equipment.

− Although P2PWNC operations are costly, appropriately tuning receipt request
frequency can reduce their impact on VoIP quality: With realistic request fre-
quencies of once per few minutes per session, VoIP quality is practically unaf-
fected, even when VPN mechanisms are in place.



Chapter 5

Crowdsourced Wi-Fi topology
discovery

Having studied the users’ role in building wireless network infrastructure and
secure services on top of it, we now focus on their role as providers of information
about the radio environment. Depending on its intended use, such feedback could
involve channel load, received signal strength and interference measurements, but
could also include location information and higher-level metrics, such as perceived
service quality at particular locations.

In this work, we are particularly interested in collecting information about the
coexistence of wireless cells, i.e., overlapping wireless coverage, and thus constructing
a view of the network topology. We focus on Wi-Fi networks, although our models are
generic and could be applied to other cellular technologies with similar characteristics.
With controlled Wi-Fi installations being set up in corporate premises, campus areas
and public spaces, and residential WLANs being deployed in an autonomous and
uncontrolled manner, Wi-Fi signals pervade modern metropolitan areas. Increased
Wi-Fi coverage, an aftermath of the low cost, ease of installation and, significantly,
operation in unlicensed spectrum, comes with the cost of interference, due to the very
scarcity of unlicensed spectrum.

Numerous approaches have emerged that propose sophisticated coexistence mech-
anisms which focus, among others, on sharing spectrum across frequency (channel
assignment) or space (mostly through power control or antenna directionality). To
operate efficiently and maximize the offered service quality, these mechanisms rely on
accurate network topology information, i.e., knowledge of the wireless neighborhood
of Access Points (APs) and client presence.

In this work, we exploit the sensing capabilities of the terminal equipment of
mobile users to reveal the wireless topology. Instead of relying solely on measurements
carried out by the fixed infrastructure (APs), we argue and show quantitatively that
crowdsourcing this task to users offers significant performance improvements. The
technology to carry out such measurements and convey the results has recently been
standardized in the IEEE 802.11k amendment [56]. However, the security aspects of
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this process have not received enough attention; clients who report on the wireless
topology are not necessarily trusted. They may engage in fraudulent reporting which
can severely impact the mechanisms that rely on accurate knowledge of the topology
to operate. Here, we focus on these aspects in particular; we study specific attacks,
comment on their potential impact and propose and evaluate simple measures to
counter them.

Our work is relevant in a different context, too; wireless topology is extensively
used for positioning services. Skyhook [112] is an example of a WLAN-based po-
sitioning service, which relies on a beacon database built by wardriving and user
reports. Skyhook can determine a user’s approximate location only based on nearby
WLANs. For the same purpose, Apple maintains a similar database generated by re-
ports sent by iPhones [8], while Google Latitude [44] and Windows Phone 7 Location
Services [78] also rely on Wi-Fi geo-databases to detect a user’s location. The above
systems are based on the same crowdsourcing approach and, as pointed out in the
literature [119], are vulnerable to attacks by untrusted clients.

In this chapter, we make the following contributions:

− We design and implement a user-centric, reputation-based topology discov-
ery scheme tailored to managed Wi-Fi deployments, making use of standards-
compliant mechanisms for security, authentication, and reporting.

− Using simple consensus-based mechanisms, we improve the robustness of our
system against fraudulent reporting.

− We derive analytic expressions for the accuracy of our scheme and quantitatively
justify the need for a crowdsourcing approach, while showing that, for realistic
settings, the attacks we study can be effectively mitigated, even in the presence
of large numbers of attackers.

This chapter is structured as follows: In Section 5.1 we motivate our work. Then,
we present the design of our user-centric topology discovery architecture (Section 5.2),
our system model (Section 5.3), reputation scheme, and relevant attacks and our
proposed countermeasures (Section 5.4). In Section 5.5, we provide details on our
system implementation. Under the attacker model we study, in Section 5.6 we present
analytic expressions on the topology discovery accuracy of our scheme. Numerical
results follow in Section 5.7. In Section 5.8 we discuss potential AP-centric extensions
to further improve performance. We conclude this chapter positioning our scheme
with respect to the principles of user centric networking in Section 5.9.

In Chapter 6 we discuss aspects of our approach which future research could build
upon, including more sophisticated security attacks and, importantly, our position
that the issue of collecting high-quality feedback from users could be jointly tackled
with access and service provision.
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5.1 Motivation
5.1.1 The need for a user-centric scheme

Many cases of overlapping coverage between neighbor Wi-Fi cells cannot be dis-
covered in a scheme where this process is carried out only by the APs: An AP can
directly detect neighboring cells only if the respective APs are in range. However,
there may exist cases where there is overlapping coverage but the two APs are not
in range of each other. In a pure AP-centric topology discovery scheme, such cases
of overlap will be revealed only if there is another AP located there to report this
incident. In Section 5.7.2, we quantitatively show that in realistic settings, a pure
AP-centric scheme fails to reveal a significant portion of the wireless topology. This
motivates us to focus on a user-centric scheme where determining the topology is
crowdsourced to users.

User-based reports also help acquire a user-perceived view of wireless conditions;
many reports about overlapping coverage between two cells are an indication of a
conflict which an optimization mechanism should more urgently resolve. On the
other hand, cases where no APs or users are placed in the overlapping region between
two APs are not revealed, but are less important since no users are affected.

5.1.2 The need for secure crowdsourcing
Even though crowdsourcing offers measurable advantages, its security aspects

should be carefully considered. We assume that users are not trustworthy by default
and are expected to engage in fraudulent reporting. Their motives to perform such
attacks vary; users may wish to avoid the performance overhead of monitoring, act
strategically to manipulate the results of mechanisms relying on topology informa-
tion, or act out of pure malice, but may also have faulty equipment. A study of such
motives is outside the scope of this work.

Effects on efficient channel assignment

Channel assignment (CA) schemes depend on accurate knowledge of Wi-Fi topol-
ogy. We assume that the set of admissible channels is {1, 6, 11}, i.e., the set of
orthogonal IEEE 802.11b/g channels and there is a centralized CA algorithm which
aims to minimize the sum of interference across the network1. The algorithm operates
on a weighted graph whose vertices represent APs and an edge denotes overlapping
coverage between two APs (see Section 5.3). Edge weights indicate the number of
clients located in the overlapping regions and suffering interference if the APs are
assigned the same channel. Clients report the APs in range and we assume, for now,
that each report contributes a unit to the weight of the respective edges.

1This is a simplified version of the Hsum algorithm by Mishra et al. [85].
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In the topology shown in Figure 5.1, the two APs are not in range of each other,
but clients are located in the cell overlap area. After reporting, the graph shown
is constructed. The weight of edge A-B is 2 and a number of fake vertices appear
(Fi, i = 1..12), connected to valid ones with unit-weight (fake) edges. Attackers have
reported that, for each of the two existing APs, there are 3 interfering APs in each
of channels 6 and 11.

Aiming to minimize the network-wide sum of interference, APs A and B would be
assigned the same channel (6). To the eyes of the frequency planner, the collective
effect of interference suffered by APs F7, F8 and F9, if A were assigned channel 11,
is greater than that when channel 6 is selected. The same holds for channel 1 and
the set {F10, F11, F12}. In the same way, channel 6 is also assigned to B. Note that, if
the two APs had resorted to local measurements, the A-B edge would not have been
discovered, potentially leading to an inappropriate selection of channels.

Simulations we have carried out on the above scenario using ns3 have shown a
45-50% average downlink UDP throughput reduction per user due to improper CA.

Figure 5.1: Example topology and the reported graph. Clients in green are honest
and report that they are in range of both APs A and B. Clients in red are dishonest;
each submits a report containing a random fake identifier and the identifier of the
AP the client is attached to. The reported channel of each fake AP is in parenthesis.
Each fake report contributes a unit-weight edge between the vertex corresponding to
the AP each client is associated with and a fake vertex. The weight of edge A-B is 2,
since there are two clients reporting it.
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Effects on accurate WLAN-based positioning

Positioning systems based on public WLANs generally operate as follows: There is
a central beacon database where Wi-Fi identifiers are stored, together with the loca-
tion where beacons were recorded. This database is built by extensive wardriving, but
also by crowdsourcing this task to mobile users. To discover one’s location, the user’s
terminal scans for Wi-Fi presence and based on the list of Wi-Fi identifiers (MAC ad-
dresses) present, looks up its location in the beacon database. As Tippenhauer et al.
have shown [119], such a location database can easily be manipulated; untrusted users
can inject fake data, which can lead to localization errors. This also motivates us to
propose methods to improve the security of crowdsourced Wi-Fi topology discovery.

5.2 Architecture
We have designed a topology discovery scheme tailored to deployments whose

configuration is centrally controlled and user authentication, authorization and ac-
counting (AAA) are centrally managed. This could be the case for a municipal
or University campus WLAN, a WLAN aggregator, such as Boingo [17], managing
hotspots belonging to various Wireless Internet Service Providers (WISPs), or even a
wireless community network mediator such as FON [37]. Registered users can roam
around APs belonging to different federated providers, while the aggregator tackles
user registration and AAA.

The purpose of the operator is to collect information from the radio environment
around registered APs in order to optimize their operation by tuning parameters such
as the transmission power and frequency. To this end, registered APs are periodi-
cally requested to collect information about their neighborhood from registered users
associated with them and submit them to a central collector. Users report details
about Wi-Fi cell operation at their spot, such as the ID of each BSS (MAC address)
and channel number, information which is carried in IEEE 802.11 beacon frames.
Users are certified by the operator and their reports are authenticated. For reasons
of robustness, APs also submit their own measurements to the collector. In order to
participate in the reporting process, a user needs to be associated with a registered AP
and be properly authenticated. We have implemented our scheme (Section 5.5) using
standard protocols for authentication and security (IEEE 802.11i), and for collecting
topology information (IEEE 802.11k [56]).

Based on received reports, the collector builds a wireless coverage map, on which,
for example, CA algorithms can be applied. Since such operations are costly, both
in terms of computation but also because they can disrupt the operation of Wi-Fi
stations, we assume that they are executed periodically and not frequently. There-
fore, a new snapshot of the network topology, i.e., the input to the above schemes, is
generated following reporting rounds. An order of minutes or even few hours would
be a reasonable choice for the interval between rounds. We assume that the collect-
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ing entity, APs and reporters are loosely synchronized (in the order of seconds) and
devices submit reports, more or less, synchronously and upon request from the associ-
ated AP. Note that, although the APs belonging to the operator are under its control
and can be carefully tuned, there are many other APs which may be interfering with
managed ones. Our reporting scheme aims at also revealing such cases of cell overlap.

To ensure that the collected information is valid and to tackle fake reporting, we
apply a reputation scheme. Each user has a reputation record, which is updated on
each reporting round based on the information he submitted, which was eventually
considered valid. Good reporters are promoted, while the reputation of dishonest
ones is discounted and their reports have less weight. Managed APs are trusted by
default and their measurements are used for checking the validity of user-provided
information.

5.3 Topology model
We model Wi-Fi topology as a weighted undirected Coverage Graph (CG), where

vertices represent APs and edges represent coverage overlap between neighbor Wi-Fi
cells. As shown in Fig. 5.2, there are two cases of overlap. In the first case (Type-1
edges), two APs are within range of each other. In the second case (Type-2 edges),
two APs are not within range of each other, but stations (or APs) are located in the
overlap area. We set the weight of an edge as a function of the number of reports
about it, capturing user-perceived interference. High-weight edges should be more
carefully considered while assigning channels or adapting the transmission power of
the respective APs, since they affect more users. Our model is very similar to the one
proposed by Mishra et al. [85]. Based on reports, the aim of our system is to expose
as many CG edges as possible.

We only consider edges which connect two managed APs or a managed AP and
a foreign one. Edges between foreign APs are irrelevant for the operator, since both
APs are outside his control and he is unable to resolve such conflict. E.g., in Fig-
ure 5.2, which shows an instance of a CG where each report contributes a unit to an
edge’s weight, if APs A and B were not managed, the A-B edge would be ignored.
Importantly, edges may not always be detected, due to lack of reports (e.g., when no
managed AP, or very few clients, are there).

5.4 Trust model, attacks, and countermeasures
While the wireless infrastructure is trusted, this is not the case for users, who can

engage in fake reporting, submitting fraudulent information to the collector. Each
user is associated with a reputation value in the [0, 1) range, which is a measure of
how trustworthy the user is, and is used to weigh his reports. Consider edge e of the
CG, which is reported by n users and APs, with ri denoting the reputation value of
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Figure 5.2: The Coverage Graph. A-B is a Type-1 edge and B-C is a Type-2 edge.

the i−th entity. We define the weight of this edge to be we =
∑n

i=1 ri. Since managed
APs are trusted by default, their reputation equals 1.

To counter potential attacks, we apply consensus-based rules to filter reports. We
first make the following assumptions about attacker behavior:

− Each attacker acts independently2and submits reports containing a number of
random fake AP identifiers.

− The probability that two or more attackers report the same fake edge is negli-
gible.

− In a given reporting cycle, a potential attacker may choose not to attack and
to report honestly.

− APs never attack and their reports are trustworthy.

A fake report can contribute fake edges to the reported CG, as well as fake vertices
for each fake AP. Such edges connect a real vertex (corresponding to the AP the
reporter is associated with) to fake ones. Also, fake edges among fake vertices can be
added. In the attack scenario we study, the weight of a fake edge is always bounded
by a unit-weight threshold (since we have assumed no collusion and ri < 1). This
leads us to the following observation.
Observation 1. Filtering all edges with weight less that 1 from the reported CG
eliminates the possibility that a fake edge appears in it.

Thus, to combat this attack, we simply remove all edges with weight less than T =
1 from the reported CG. Also, since the only entities whose reputation always equals
1 are APs and this value is the edge acceptance threshold, we make the following
observation:

2We will revisit this assumption in Section 5.7.3.
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Observation 2. Edges reported by managed APs always appear in the filtered CG.
In each reporting round, the ratio of a user’s reported edges that are not filtered

is denoted as his score and each user’s reputation is updated in a weighted manner
based on it. We have used an exponential aggregation mechanism for user reputations,
which is an adaptation of the metric proposed by Papaioannou and Stamoulis [98]
(see Eq. (2.1)). In particular, in the place of the indicator function, we put the user’s
score, which is our measure of a user’s successful interactions at a particular round.
If, at round i, a user’s reputation is ri, after a new round and given that at round i
his score is si, his reputation is updated as follows:

ri+1 = βri + (1− β)si, (5.1)

where β is a discounting factor used to appropriately weigh a user’s past history of
successful reporting.

Alternative reputation metrics are possible, though. For instance, the Beta aggre-
gation function is often used [97], where the number of service provisions (reported
edges, in our case) is encoded in the denominator. The number of service provisions
and the number of successes, i.e., reported edges surviving filtering, are exponentially
discounted with time. In our case, user reputations could be updated at the end of
each round as follows 3:

ri+1 =
v′

n′ , (5.2)

where v′ = βv + vi and n′ = βn + ni. v is the total number of edges that have been
validated out of the n edges reported by the user across all prior rounds, and vi is the
number of edges validated out of the ni edges reported by the user at round i.

We chose the simplified version of Eq. (5.1) because the number of edges reported
by a user is not only a function of his behavior, but mainly has to do with the radio
environment at his location.

All users start with a zero reputation, making reports by APs necessary for system
bootstrap. In the first round, the only means for a user to have a score greater that 0
is to have some of its edges also reported by APs; edge discovery thus happens only
due to reports by APs and, depending on the deployment density of managed APs,
this may be relatively low. However, high initial reputation values for untrusted users
make our system more vulnerable to collusion.

As we shall see in Section 4.4.3, as rounds progress and given that the population
mix of honest reporters and attackers and the probability that a potential attacker
chooses to behave honestly are fixed, the average reputation of the population of
honest reporters is expected to increase and converge to a value that depends on
the statistics of the topology (AP density, client density, etc.). The reputation of

3An alternative would be to perform the reputation update for each edge, i.e., ri+1 = v′

n′ , where
v′ = βv + 1(edge validated) and n′ = βn+ 1.
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consistent attackers, on the other hand, stays close to 0, since their scores, when they
choose to attack, are also 0.

Note, finally, that this consensus-based scheme comes with the cost of filtering
edges which are not reported by many clients. However, bearing in mind that we are
particularly interested in how users perceive wireless conditions, few reports about
an edge are an indication of few affected users and, thus, of less importance.

5.5 System implementation

5.5.1 Overview
A standards-based reporting architecture

In this section we present our implementation of the proposed user-centric report-
ing architecture. Our system involves implementing a subset of IEEE 802.11k in the
wireless networking stack of the Linux kernel, user-space software running on APs
requesting reports from authenticated clients and a centralized report collector which
aggregates reported information, builds and filters a Coverage Graph and updates
user reputations. The collector can execute channel assignment algorithms on the
coverage graph and communicate the results to registered APs.

Since only reports from authenticated users are accepted, we have applied an
IEEE 802.11i-based authentication, authorization and accounting scheme. The IEEE
802.11i [53] amendment focuses on security aspects of IEEE 802.11 networks. In par-
ticular, it deprecated the legacy protection mechanisms (WEP) by proposing stronger
encryption and authentication schemes. A radius server, potentially collocated with
the collector, is in place to manage user credentials. We have modified it so that
it also maintains user reputations, which are updated per reporting round based on
each user’s score.

We have also implemented a set of reporting attacks on our IEEE 802.11k im-
plementation, which can be easily activated from userspace software on the client
side.

Our reference implementation is available for download4.

Design alternatives

It should be noted that ours is an implementation based on ratified standards on
measurements, security and authentication. However, design alternatives exist. A
pure application layer solution is possible, where clients report their measurements
directly to the collector over a secure channel over the Internet. Advantages of this

4http://mm.aueb.gr/~pfrag/software

http://mm.aueb.gr/~pfrag/software
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approach include implementation simplicity (no need for kernel-level software devel-
opment and no need to modify AP firmware) and the fact that clients could report
their findings off line, or when connected to an AP that is not managed.

This very flexibility, though, comes with the cost of implementing a user authen-
tication scheme dedicated to report collection; instead, we have chosen to reuse the
security components of the IEEE 802.11i standard and thus believe our implemen-
tation to integrate better with a centralized WLAN infrastructure. Also, since in
our scheme managed APs control report collection, we ensure that only properly au-
thenticated clients currently attached to the APs are allowed to report, which, in
turn, ensures the freshness of user feedback (be it honest or not). In the case of
an application-layer alternative, an authenticated user can send fake reports even
when he is not associated with a managed AP, making the system more vulnerable
to attacks.

5.5.2 Background
IEEE 802.11 management plane

The IEEE 802.11 management architecture involves a Station Management Entity
(SME), logically separated in two management entities, i.e., the Physical Layer Man-
agement Entity (PLME) and the MAC Layer Management Entity (MLME), which
provide the service interface to invoke management functions. The SME can be
viewed as residing in a separate management plane of the IEEE 802.11 architecture.
Typically, it is expected that PLME functions are controlled by the MLME, where
the PHY state machine resides.

Typical MLME primitives involve scanning, authentication, association, key man-
agement, and others. For details on the above operations, their semantics and pa-
rameters to invoke them, the reader is referred to the IEEE 802.11 standard text [55].
Importantly, spectrum management functionality, which includes spectrum measure-
ments, channel switching and transmission power control, among others, are MLME
primitives.

Wireless networking in the Linux operating system

Device types Based on how MLME functionality is implemented, in the Linux
terminology there are two basic types of wireless devices, i.e., FullMAC and SoftMAC.
The former are those where MLME operations are built in the firmware of the device,
leaving limited control to the user. The latter, which have become more widespread,
perform frame management in software, allowing for finer control of the hardware,
since they offer more options to software developers.

For devices operating in station mode (i.e., clients), the current trend [77] is that
MLME functionality is handled in kernel space. On the other hand, devices operating
in master mode (i.e., Access Points) perform such management tasks from user space.
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The mac80211 framework The core of the Linux Wi-Fi networking implemen-
tation is the mac80211 module. It is a framework that provides consistency between
SoftMAC device drivers, offering them a unified interface for interacting with higher
layers and implements MLME inside the Linux kernel.

Configuration API The traditional wireless extensions (wext) [121], which are
based on an ioctl interface for configuration options, are still supported in the Linux
kernel, although a new netlink-based5 interface is intended to replace it. The new
configuration framework includes a module (cfg80211) that handles device configura-
tion and registration with the networking subsystem and a kernel API (nl80211) for
communicating with user-space applications. Like the iwconfig, iwlist and iwspy
user-space tools that are based on wext, new utilities have been developed for de-
vice configuration (e.g., the iw tool), which use the netlink interface (via the libnl
user-space library) to invoke cfg80211 functions.

For SoftMAC devices, cfg80211 interfaces with mac80211, which implements cfg802-
11 callbacks. For modern FullMAC devices, this functionality is implemented in the
device driver. Legacy drivers bypass the mac80211/cfg80211 subsystem and commu-
nicate with userspace applications via the wireless extensions.

Figure 5.3 presents the architecture of the wireless networking stack in modern
Linux kernels. It caters for drivers compatible with the mac80211/cfg80211 frame-
work, but also for legacy drivers using the wireless extensions to communicate with
user space.

User-space MLME

As of the current trend in the Linux operating system, for devices operating in mas-
ter mode (APs), MLME functionality is performed in user space. The hostapd [51]
daemon handles client authentication, key management, and other aspects of the
wireless infrastructure. This daemon can operate with mac80211-based drivers, but
also supports a few legacy ones. In the first case, hostapd communicates with
mac80211/cfg802-11 via the netlink interface (nl80211). hostapd executes the MLME
state machine, offers a control interface for other applications to use it to configure
the device, implements the radius protocol [2] and can operate as a radius server
or radius authenticator for IEEE 802.1X-based client authentication, utilizing the
Extensible Authentication Protocol (EAP) [1] framework.

5Netlink is a socket interface which is typically used for communication between the kernel and
user-space processes. The netlink protocol is specified in RFC3549 [107].
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Figure 5.3: Architecture of the Linux wireless stack and the interfaces between its
building blocks

5.5.3 Authentication, Authorization, and Accounting
Our system is suitable for managed WLAN deployments, where user authenti-

cation, authorization and accounting is centrally managed, as is also the case for
network planning and configuration. We apply radius-based IEEE 802.11i authen-
tication, where managed APs (NAS devices, in radius terminology) and users are
registered with a central database which manages their credentials. Users are identi-
fied by username-password pairs. (Certificate-based authentication is also an option.)
We have chosen EAP-PEAP as the authentication protocol. A user associates with an
AP and his credentials are checked with the radius database. If they are valid, a ses-
sion starts. The wireless link is protected by WPA2 (AES encryption) with frequent
pairwise rekeying. We have extended the radius database so that it stores reputation
records for registered users, which are updated per reporting round, based on the
amount of truthful information submitted by each user, as explained in Section 5.5.5.

5.5.4 Reporting protocol
In our work, we make use of the IEEE 802.11k standard to request spectrum

measurements and convey the results. Topology information can be encoded into
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beacon report action frames. Each beacon report includes information about the
beacons received by the clients (i.e., the BSSs operating in the client’s vicinity). An
AP sends a specific beacon request action frame to an associated client, when requested
by the application layer. For instance, in our case, a daemon running on the AP
instructs hostapd to collect measurements from clients, responding, in turn, to the
centralized collector controlling APs which executes a reporting round. Figure 5.4a
shows the format of a measurement request, which includes the Information Element
(IE) 6 that corresponds to a beacon request.

(a) Measurement request action frame.

(b) Beacon request Information Element.

Figure 5.4: Beacon request frame.

Table 5.1 presents the values each field of a beacon request frame can take. Note
that the first octet of an action frame denotes the type of the action frame, which,
in our cases is “Radio measurement” (value 5). Also, note that action frames carry a
(potentially variable) number of IEs.

Since we have opted for a user-space implementation of MLME functionality at
the AP, beacon requests are generated by hostapd. A beacon request is sent to each
associated client. Upon reception, a client replies with a beacon report. Based on the
“measurement mode” field of the beacon request, the client is expected to perform
an active or passive scan, or submit its beacon table. In the latter case, he submits
information about all beacons received in any supported channel.

The beacon report carries one IE for each captured beacon, which includes infor-
mation about the operating channel, the received signal strength, etc. Figure 5.5a
shows the format of a typical beacon report action frame. Each of the IEs is 31 octets

6In the IEEE 802.11 terminology, IEs are blocks of information with a specific format that are
contained in management frames. The format of each IE is specified in the standard and depends on
the type of management frame they are included in. For instance, a beacon frame which announces
BSS information includes IEs for various operating parameters.
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(a) Measurement report action frame.

(b) Beacon report Information Element.

Figure 5.5: Beacon report frame.

long and its format is shown in Figure 5.5b. Table 5.2 presents details about each
field in a beacon report frame. Note that a list of optional fields can be present in
the beacon request and report IEs.
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Table 5.1: Beacon request fields

Field Description Value
CTG Action frame category Spectrum measurement (5)
Action Type of action Request (0)
Dialog token Value generated at request

time and identifies the
request-report conversation

Random octet

Repetitions Number of times the measure-
ment should be repeated

0 for no repetitions

IE ID IE identifier Beacon request (38)
Len Size of the beacon request IE

not including the first 2 octets
16

Token Random octet uniquely iden-
tifying each IE within the re-
quest frame

Random, ≥ 0

Mode Bitfield controlling request
parameters

Accept only reports per-
formed on request by the AP
(01100000)

Type Measurement type Beacon request (5)
Regulatory class Channel set for which request

applies
4 (2.4GHz, Europe)

Channel Channel number 0 for all available
Randomization interval Upper bound of the random

delay prior to making the
measurement

Ignored

Measurement mode Type of beacon request 2 (Beacon table)

BSSID BSSID for which a beacon re-
port is requested

FF:FF:FF:FF:FF:FF (all
BSSs)
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Table 5.2: Beacon report fields
Field Description Value
CTG Action frame category Spectrum measurement (5)
Action Type of action Report (1)
Dialog token The dialog token value in-

cluded in the respective bea-
con request

Random octet

IE ID IE identifier Beacon report (39)
Len Size of the beacon report

body not including the first 17
octets

14

Token Random octet uniquely iden-
tifying each IE within the re-
port frame

Random, ≥ 0

Mode Bitfield indicating reasons
for a failed/rejected measure-
ment request

0 (ok), 01000000 (incapable),
00100000 (refused)

Type Measurement type Beacon report (5)
Regulatory class Channel set for which request

applies
4 (2.4GHz, Europe)

Channel Channel number 0 for all available
Start time Measurement start time Actual value of the STA’s

TSF counter when measure-
ment started

Duration Duration over which the Bea-
con Report was measured

Expressed in TUs

Frame information Information about the PHY
type over which frame was
captured and type of reported
frame

7 bits for PHY and 1 bit for
frame type (0: beacon/probe
rsp)

RCPI Received channel power for
reported frame

Measured in dBm

RSNI Received signal to noise indi-
cation for reported frame

Measured in dB

BSSID The BSSID of the reported
frame

AP MAC address

Antenna ID ID of the antenna(s) used for
this measurement

0: unknown, 1: single an-
tenna STA

Parent TSF STA’s TSF timer at the start
of reception of the first octet
of reported frame timestamp

Lower 4 octets of TSF timer
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5.5.5 Topology information collection
Collector

Topology information is collected in reporting rounds. The interval between
rounds is configurable by the network operator, but an order of minutes or even
few hours is a reasonable choice, given that the purpose of this process is to come up
with a new channel assignment and one would not expect this to occur very often.

We have implemented a centralized report collector, which periodically requests
topology information from registered APs. Based on received reports, it builds the
CG, filters it to remove potentially fake information and executes a channel assign-
ment algorithm for the APs under its control.

The report collector could be collocated with the radius server, but this is not a
requirement of our system. The basic requirement is that the collector has access to
the radius database, so that it can retrieve the list of managed APs which participate
in the collection process, as well as registered user identities and their reputation
values.

The reports submitted by a user are evaluated based on his reputation, as de-
scribed in Section 5.4. For example, if, at round k, user i reports a CG edge e and his
current reputation value is ri, then the weight of e at the reported CG is incremented
by ri. At the end of the round, the graph is filtered (see Section 5.4), user scores are
calculated and their reputations are updated accordingly in the radius database.

AP software

A daemon running on the AP (11kd) is responsible for collecting reports from
authenticated users associated with it, responding to requests from the collector.
Upon receiving a request to collect measurements, 11kd communicates with hostapd,
which we have appropriately extended to

− handle communication with 11kd using IPC methods, and

− transmit IEEE 802.11k beacon requests to stations and receive beacon reports.

In our reference implementation, communication between 11kd and hostapd is
carried out over a message queue; 11kd informs hostapd that a new reporting round
is in progress, while the latter sends each client a beacon request. Each beacon report
received is placed in the message queue. When all clients have responded (or a timeout
has occurred), 11kd compiles a report batch and submits it to the collector.
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RBAT
Content-Length: 90
Num-bss: 2
00:0b:6b:4e:e0:4a/00:0f:66:c7:ab:52/11
00:0b:6b:4e:e0:4a/00:0b:6b:4e:63:46/4

Figure 5.6: A report batch (RBAT) message

Collector-AP communication

Communication between 11kd (AP) and collectord (collector) is carried out us-
ing a simple text-based protocol on top of either TCP or UDP. It should be noted,
though, that other options would be possible. For example, an SNMP-based solution
could be applied, both for the collection of topology information, but also for con-
figuring the operating channels or other parameters of the managed APs. Below we
summarize the set of messages that can be exchanged between the collector and an
AP.

Report request (RREQ) This message is sent from the collector to each regis-
tered APs. It has no other parameters.

Report batch (RBAT) This message is compiled by the AP when IEEE 802.11k
beacon reports have been received by stations. Its body includes <station MAC -
BSSID - channel> tuples (but can be extended to encode other BSS information, such
as the received signal strength). An example RBAT message is shown in Figure 5.6;
it includes the report of a single station, which has two APs in range, one operating
in channel 11 and one in channel 4.

Channel assignment (CASS) The collector can instruct an AP to switch to a
new channel, according to the outcome of the execution of a channel assignment al-
gorithm. Note that the details of such algorithms are outside the scope of our scheme.

Our architecture and protocol operations are shown in Figure 5.7.

5.5.6 Implementing attacks
To demonstrate that attacking the IEEE 802.11k protocol is feasible, we have

implemented three different attacker strategies that clients can adopt when requested
to submit beacon reports:

1. Ignore IEEE 802.11k beacon requests.
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Figure 5.7: An IEEE 802.11k-based Wi-Fi coverage reporting architecture. This
figures presents the steps carried out in a reporting cycle and the relevant protocol
messages and operations.

2. Report a random fake set of BSSIDs.

3. Report a predefined set of BSSIDs.

The above strategies are implemented purely in software, by modifying the mac80211
kernel module. A malicious user can activate them from user space via the proc file
system. He can simply write the appropriate data to a specified file within /proc to
set the attack mode and relevant data. For example, for the second attack, the user
should define the number of random BSS identifiers to generate, while for the third
attack, the BSS identifiers and channel numbers should be set. Then, upon receiving
a beacon request, the mac80211 module compiles a beacon report with the fake data.
The third attack mode can be used by a number of colluding users who have agreed
to report the same fake set of BSSIDs to make their (fake) feedback mode credible.

The fact that the number on Linux-powered user equipment, such as Android
mobile phones, keeps increasing, makes attack potential higher. Report authenti-
cation and encryption mechanisms on their own help mitigate specific attacks, such
as multiple fake reports by the same entity, but cannot stop a user from faking the
submitted information.
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5.6 Performance analysis
5.6.1 Preliminaries
Assumptions

We assume that stations (clients) and APs are distributed according to homoge-
neous spatial Poisson Point Processes in the 2D space, with intensities λc and λAP ,
respectively. We also assume an idealized model where AP coverage is a disk of (fixed)
radius R and each client and AP in range can decode AP beacons. Each AP is cen-
trally managed with uniform probability pm and each user associates with a random
managed AP in range. If none of the APs in range are managed, the user does not
participate in the reporting process. The system operates in rounds. AP locations
are always fixed, while at each round clients move to new locations, independently
from their previous ones.

There are two types of clients; users that are always honest (with probability
pt) and potential attackers (with probability 1 − pt) and, for each of the scenarios
we study, the ratios of the two types of users over the total population are fixed.
Attackers follow the model we described in Section 5.4. At any round, a potential
attacker may choose to attack with probability pa.

Distance distributions

The probability that a CG edge is detected is a function of the size of the area of
overlap between the two respective APs. The latter, in turn, depends on the distance
between the two APs. Since cell radius is assumed fixed, the area of overlap A(x)
between two neighbor APs whose distance is x ∈ [0, 2R] can be calculated as the
intersection of two circles with equal radii and its size is double the size of the shaded
area in Figure 5.8. Es is the area of a circular sector of angle 2ϕ and it is given by

Es = πR2 2ϕ

2π
= R2ϕ = R2cos−1(

x

2R
). (5.3)

ET is the area of the triangle AK1B (two times EAK1Γ, i.e., the area of triangle
AK1Γ), which is given by

ET = 2EAK1Γ =
x

2
y =

x

2

√
R2 − x2

4
(5.4)

Therefore,

A(x) = 2(Es − ET )

= 2(R2cos−1(
x

2R
)− x

2

√
R2 − x2

4
)

= 2R2cos−1(
x

2R
)− x

2

√
4R2 − x2.

(5.5)
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Figure 5.8: Circle-circle intersection

We have then calculated the CDF of the distance between an AP and a random
neighbor AP (i.e., a random AP in a 2R−radius disk centered at the former AP) as:

FX(x) = P (X ≤ x) =
πx2

4πR2
=

x2

4R2
, 0 ≤ x ≤ 2R, (5.6)

thus the respective PDF is given by

f(x) =
x

2R2
, 0 ≤ x ≤ 2R. (5.7)

Finally, to be able to calculate user scores (see Section 5.6.3), we need an ex-
pression of the distribution of the distances between reported APs, i.e., APs located
in a disk of radius R centered at the client. The CDF of the distance between two
randomly picked such APs is given by ([16]):

LX(x) = 1 +
2

π

(
x2

R2
− 1

)
cos−1

( x

2R

)
− x

πR

(
1 +

x2

2R2

)√
1− x2

4R2
, 0 ≤ x ≤ 2R,

(5.8)
from which we derive its PDF l(x):

l(x) =
4x

πR2
cos−1

( x

2R

)
− x2

√
4R2 − x2

πR4
, 0 ≤ x ≤ 2R. (5.9)

Evaluation metric

Our performance evaluation metric is the ratio of discovered CG edges to the
existing ones:

E =
N

(1)
d +N

(2)
d

N
(1)
e +N

(2)
e

, (5.10)

where N
(1)
e and N

(2)
e denote existing Type-1 and Type-2 edges, while N

(1)
d and N

(2)
d

are discovered Type-1 and Type-2 edges. Based on the observations of Section 5.4, in
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the attack scenarios that we study, it is not possible for fake edges to appear in the
CG. Therefore, the performance of our scheme is only limited by false negatives, i.e.,
by real edges that did not meet the filtering threshold or by cases where a CG edge
did not get reported.

Number of CG edges

Instances of cell overlap are potential CG edges: If the two overlapping APs are
in range of each other, an edge exists in the CG if at least one of the APs is managed.
If the distance between the two APs is in the (R, 2R] range, the respective edge
exists only if one of the two APs is managed and clients or APs are located in the
overlapping region.

From the above discussion, and given the distribution of distances between neigh-
bor APs (i.e., f(x)), we can derive formulae for calculating the estimated number of
CG edges. For Type-1 edges, we have

N (1)
e = NpeFX(R), (5.11)

while for Type-2 edges

N (2)
e = Npe

∫ 2R

R

f(x)(1− e−(λc+λAP )A(x))dx, (5.12)

where Npe is the number of pairs of APs with overlapping coverage where at least one
of the two APs is managed (potential edges).

5.6.2 The performance of a pure AP-centric scheme
Intuitively, involving clients in the topology discovery process should contribute in

discovering more cases of cell overlap. Here, we explore the performance limitations of
a pure AP-centric scheme and demonstrate quantitatively the need for a user-centric
one. We show that for realistic wireless deployments, and as the density of clients
increases, relying solely on APs is not adequate.

Type-1 edges are always detected, since, by definition, at least one of the two APs
involved is managed and will report the edge, therefore P (1)

d (x) = 1,∀x ∈ [0, R], where
P

(1)
d (x) is the probability that an x−distance Type-1 CG edge is discovered. Things

are different for Type-2 edges. Since the two APs are not in range of each other, a
managed AP should be located in the overlap area. Otherwise, the edge is missed
since clients located there do not participate in the reporting process. Therefore, an
edge is missed when

− there are clients or unmanaged APs in the overlapping region, and

− there is no managed AP there to report it.
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The probability that an x−distance Type-2 edge is discovered in the pure AP-
centric scheme is given by

P
(2)
d (x) = 1− (1− e−(λu+λc)A(x))e−λmA(x), (5.13)

where λc, λu and λm are the intensities of the distributions of clients, unmanaged APs
and managed APs respectively. Note that the above distributions are independent;
the Poisson process according to which APs are distributed is split with probability
pm, with λu = (1− pm)λAP and λm = pmλAP .

The estimated number of discovered Type-2 edges is

N
(2)
d = Npe

∫ 2R

R

f(x)[1− (1− e−(λu+λc)A(x))e−λmA(x)]dx, (5.14)

while all Type-1 edges are discovered, i.e., N
(1)
d = N

(1)
e . The efficiency of an AP-

centric scheme then follows from Eq. (5.10).

5.6.3 The performance of a user-centric scheme
Number of discovered CG edges

In the user-centric scheme, the conditions for a potential edge to be discovered
are as follows:

− At least one managed AP is located in the overlapping region, or

− A sufficient number of clients exist such that the sum of their reports meets or
exceeds the (unit) threshold. For an x−distance edge at round i, we derive a
formula for this probability (denoted as P

[i]
d (x)) in Section 5.6.3.

As with a pure AP-centric scheme, all Type-1 edges are reported by at least one of
the two APs involved and thus discovered. The expected number of detected Type-2
edges is given by

N
(2)
d = Npe

∫ 2R

R

f(x)P
[i]
d (x)dx. (5.15)

In the remainder of this section, we step through the calculation of P [i]
d (x).

Isolation probability

There are cases where a user cannot contribute reports because no managed APs
(mAP) are in range, so he cannot be authenticated with the collector. A special case
is when a user has a single managed AP in range and no unmanaged (uAP) ones,
and thus cannot report any cases of cell overlap. We term these users isolated. If, at
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round i, a user is isolated, his reputation does not get updated. The probability that
a user is isolated is given by:

pi = Pr{0 mAP}+ Pr{1 mAP}Pr{0 uAP}
= e−λmπR2

+ λmπR
2e−λmπR2 · e−λuπR2

= e−λmπR2

+ λmπR
2e−λAP πR2

.

(5.16)

Efficiency (E) at round i

The number of reports necessary for an edge to be accounted for varies and de-
pends on the mix of honest users, potential attackers who do not attack at a particular
round, and managed APs located in the overlap area. To begin with, let r

[i]
a > 0 and

r
[i]
t > 0 denote the mean reputation of honest users and attackers respectively at

round i. By design, each report weights as much as the respective user’s reputation.
At round 0, r[0]t = r

[0]
a = 0 and efficiency equals that of an AP-centric scheme.

Again, Type-1 edges are always detected, so we focus on Type-2 ones. Consider
two APs whose distance is x ∈ (R, 2R]. To calculate the discovery probability for
an x−distance edge, we calculate the probability that the edge is missed or filtered
by counting all the possible outcomes such that the edge does not meet the filtering
threshold. We introduce the following notation as to the random variables denoting
the number of entities located in the overlapping region:

− A: number of managed APs in the overlap area; Poisson distributed with mean
λm = pmλAP .

− X: number of honest users; Poisson distributed with mean λt = ptλc.

− Y : number of potential attackers who choose not to attack at this particular
round; Poisson-distributed with mean λa = (1− pt)(1− pa)λc.

The distributions of the above classes of users, as well as of managed (and unmanaged)
APs are independent Poisson Point Processes. Assuming that X = j and Y = k,
honest users contribute jr

[i]
t to the weight of the edge. If there are no managed APs

in the overlap area and jr
[i]
t < T , where T = 1 is the filtering threshold, the edge

will be filtered if non-attacking attackers cannot contribute the remaining T − jr
[i]
t .

If jr[i]t ≥ T , on the other hand, the edge is discovered irrespective of the distribution
of managed APs or potential attackers. In other words, if no managed APs are in
the overlap area and j < T

r
[i]
t

, at least k ≥ T−jr
[i]
t

r
[i]
a

non-attacking attackers should be
present. Therefore, the discovery probability for an x-distance edge at round i follows
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(by independence):

P
[i]
d (x) = 1−

⌊
T

r
[i]
t

⌋
∑
j=0

⌊
T−jr

[i]
t

r
[i]
a

⌋
∑
k=0

Pr{A = 0}Pr{X = j}Pr{Y = k}

= 1− e−(λm+λt+λa)A(x)

⌊
T

r
[i]
t

⌋
∑
j=0

⌊
T−jr

[i]
t

r
[i]
a

⌋
∑
k=0

(λtA(x))
j(λaA(x))

k

j!k!
.

(5.17)

From (5.10), (5.15), (5.17), and setting N
(1)
d = N

(1)
e (all Type-1 edges are discovered),

we get the value of E at round i.

Score calculation

A user’s reputation is updated based on his score, i.e., the ratio of the edges
reported by the user that meet the weight threshold. For the attack scenario studied,
our filtering mechanism guarantees that all fake reported edges are removed from the
CG, therefore an attacker’s score is always 0. Reputations of isolated users are not
updated, since they do not report any edges.

We focus on the calculation of an honest user’s score (a potential attacker’s score
is calculated in a similar fashion). First, apart from the random variables A, X and
Y defined in Section 5.6.3, we define the following events:

− D: An x−distance edge is discovered.

− B: An x−distance edge is reported by (at least) an honest user, i.e., X > 0.

− C: The sum of the weights of all client reports exceeds the filtering threshold.

The probability that an x−distance edge contributes to a user’s score (i.e., is
detected, given that it is reported by the user) is

P [i]
s (x) = Pr{D|B} =

Pr{D ∩B}
Pr{B}

. (5.18)

Pr{B} easily follows from the Poisson distribution. Pr{C} is calculated using a
similar approach as with (5.17):

Pr{C} = 1−

⌊
T

r
[i]
t

⌋
∑
j=0

⌊
T−jr

[i]
t

r
[i]
a

⌋
∑
k=0

Pr{X = j}Pr{Y = k} (5.19)



5.6. PERFORMANCE ANALYSIS 87

Pr{D ∩ B} represents the cases when either the edge is reported by a managed
AP and at least a truthful user, or no managed AP is in range, client reports are
adequate to meet the filtering threshold, and there is at least a truthful user among
the reporters, and is given by

Pr{D ∩B} = Pr{A > 0}Pr{B}+ Pr{A = 0}Pr{B ∩ C}, (5.20)

where

Pr{B ∩ C} = 1− Pr{X = 0} −

⌊
T

r
[i]
t

⌋
∑
j=1

⌊
T−jr

[i]
t

r
[i]
a

⌋
∑
k=0

Pr{X = j}Pr{Y = k}.
(5.21)

Finally, making use of the distribution of distances between two reported APs (see
Eq. (5.8) and (5.9)), the probability that an x-distance edge reported by a truthful
user is discovered, and the fact that all Type-1 edges reported by a user are discovered,
we can estimate the mean score at round i:

s
[i]
t = LX(R) +

∫ 2R

R

l(x)P [i]
s (x)dx. (5.22)

The same analysis can be applied to calculate the mean score of a potential attacker
at round i (s[i]a ).

Reputation updates

Honest reporters From the reputation update rule (5.1), an honest user’s reputa-
tion at round i+1 is a function of his score at round i. With probability pi, a user is
isolated and his reputation is not updated. Therefore, the average reputation of an
honest reporter is given by

r
[i+1]
t = pir

[i]
t + (1− pi)(βr

[i]
t + (1− β)s

[i]
t ). (5.23)

Attackers Users who attack at round i get a zero score and their reputation is
discounted. On the other hand, there may be some potential attackers who choose
to cooperate, who contribute to the average reputation of potential attackers. The
average reputation of potential attackers, also considering the probability that an
attacker is isolated, is given by:

r
[i+1]
a = pir

[i]
a + (1− pi){paβr[i]a + (1− pa)

[
βr

[i]
a + (1− β)s

[i]
a

]
}. (5.24)

The term (1−pa)
[
βr

[i]
a + (1− β)s

[i]
a

]
represents the contribution of potential attackers

who cooperate to the average reputation of the total population of potential attackers.
It should be noted that Eq. (5.24) reduces to Eq. (5.23) if we set pa = 0 (i.e.,

when potential attackers never attack).
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5.7 Numerical results

5.7.1 Scenarios and parameter selection
We explore two different cases; first, that of an ISP whose subscribers set up resi-

dential Wi-Fi APs connected to their broadband lines and, second, that of a campus
Wi-Fi network operator who manages a public WLAN at a university’s premises. In
the first case, we assume an idealistic scenario where the operator has control over
home Wi-Fi routers and, with the appropriate firmware installation, can request for
measurements and collect results to centrally plan their operation. This approach
represents a best case for a pure AP-centric scheme, since, in practice, due to the
heterogeneity of WLAN APs, the fact that APs could be switched off by their owner
or their firmware be replaced, the number of centrally-managed APs should be much
smaller. The second case is more straightforward; in a campus or enterprise environ-
ment, the Wi-Fi installation is typically centrally configured and managed, as is user
AAA.

From the work of Jones and Liu [68], it is realistic to assume that the density of
APs in metropolitan areas is in the order of a few hundred to a few thousands per
km2. Our own measurements in a densely populated area in the center of Athens,
Greece, verify this result.

On the other hand, the value of pm varies significantly and depends on the size of
the (Wireless) ISP or the organization managing the Wi-Fi deployment. The question
that naturally arises is what is the ratio of APs that can be managed by the ISP (the
pm value), or, in other words, (given our assumption that the ISP has all registered
home Wi-Fi APs of its subscribers under its control) what is the ISP’s share in the
residential broadband market. From data publicly available [48], as of December
2009, the incumbent operator accounted for 55.3% of the number of DSL lines in
Greece, while the rest of the market was shared among alternative providers.

We also measured the ratio of the APs centrally managed by AUEB on one of
the Campus’ buildings and the average value was typically7 between 5% and 10%.
We measured the number of APs in range indoors and on each measurement, their
average number was 6. We also measured the average radius of a few Wi-Fi cells we
set up in various parts of the building, which was around 30m on average, yielding
an estimated λAP = 2123 APs/km2.

Finally, we have set β = 0.2. Since users start with zero reputation, there is a
tradeoff between the importance of a user’s reporting history and the speed of building
reputation; a large value for β makes the system more robust against attackers who
aim at quickly increasing their reputations by reporting honestly, before they switch
to an attacking strategy. On the other hand, this makes it slow for honest users to

7The number of APs in range varies with time and day and includes other APs operating in
offices and labs, and residential or corporate APs set up in nearby buildings.
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build their reputation, which in turn causes the system to suffer from low performance
for many rounds, before it finally converges to a high topology discovery accuracy.
The choice of β is left to the system operator.

5.7.2 Limitations of a pure AP-centric scheme

Based on values we selected for pm and λAP , we have numerically evaluated
Eq. (5.10) for the AP-centric scheme as client density increases. Figure 5.9 shows
the percentage of discovered edges in a topology of 2123 APs/km2 for the two sce-
narios we study. Performance drops as the number of clients increases because, as
the density of clients grows, more Type-2 edges appear which cannot be discovered if
managed APs are not located in the overlapping regions. For increasing client den-
sities, in both cases, we note that a significant share of the Wi-Fi topology is not
discovered (around 50% when pm is high and around 70% for low pm values). We
argue that the second case is expected to appear more often in practice, and show
that a client-centric scheme, even in the presence of large numbers of attackers, can
do much better.
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Figure 5.9: Ratio of discovered CG edges in an environment approximating a campus
building at the AUEB vs. the case for residential Wi-Fi APs managed by Greece’s
incumbent ISP.
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5.7.3 Performance of a user-centric scheme

The advantages of crowdsourcing

Here we compare the performance of our user-centric scheme to a pure AP-centric
one in the two scenarios studied in Section 5.7.2. We fix client density to λc = 10000
clients/km2, which is realistic for densely populated urban areas. For comparison, and
to demonstrate the benefits of a client-driven scheme, we also present the performance
of the pure AP-centric scheme. We have selected to experiment with large numbers of
attackers; 50% of the total client population are potential attackers and each attacks
at a particular round with probability pa = 0.9.

Numerical results from our analytic model shown in Figure 5.11 indicate signifi-
cantly improved performance for the user-centric scheme, which is more apparent for
smaller managed deployments. The mean reputation of honest users converges to a
value close to 1, while potential attackers have a mean reputation of less than 0.1.
Since our model involves numerical evaluation of integrals, and there is potential loss
of accuracy due to rounding in Eq. (5.17) and (5.21), we also programmed a custom
simulator in C to validate our analytic results.

After a number of rounds, the performance of a user-centric scheme converges. In
such a state, Figure 5.10 shows the relative advantage of a user-centric scheme over
an AP-centric one, for the whole range of ratios of honest users and for fixed client
and AP densities. Even for large attacker ratios, for realistic managed AP ratios, the
user-centric scheme can achieve significant performance improvement. For reasons of
clarity, in Figure 5.10, we have set the probability that a potential attacker submits
a fake report to pa = 1, i.e., we consider users that either always attack or are always
honest. The relative performance improvement is more evident as the ratio of honest
users increases.

Dependence on AP density

Here we quantify the effects of the AP density on the performance of the user-
centric scheme, for fixed client density. We have also fixed the ratio of honest users
to pt = 0.5, the probability to attack to pa = 0.9 and cell radius to 30m. We present
results for the campus Wi-Fi network scenario (pm = 0.07).

Interestingly, Figure 5.12 indicates that the performance of the user-centric scheme,
as rounds progress, converges to the same value, irrespective of the AP density. When
AP density is high, the user-centric scheme simply converges faster towards this
value. On the other hand, as also shown in Section 5.7.3, performance improvement
compared to the pure AP-centric scheme is more notable for smaller managed AP
densities.
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Figure 5.10: Relative performance of a user-centric scheme vs. an AP-centric one, for
fixed client and AP densities and for varying ratios of honest users. Each curve shows
a different management scenario. At each round, all potential attackers submit fake
reports (i.e., pa = 1).

Dependence on client density

In Figure 5.13 we demonstrate the performance of our user-centric scheme for the
campus Wi-Fi network scenario (pm = 0.07) for 100 reporting rounds, for the same
attack parameters as in Section 5.7.3 and increasing client density. We show that
as the density of clients grows, the performance benefits of a user-centric scheme are
more apparent (UC curves). Flat lines represent the performance of the AP-centric
scheme for each case. The slight decrease in the performance of the AP-centric scheme
when client density increases is due to more Type-2 edges missed. In the settings
we evaluated, the user-centric scheme achieves a 1.6× to 2.7× performance increase
compared to a pure AP-centric one (e.g., when there are 30000 clients/km2, 87% vs.
32% CG edges are discovered).

For the same managed AP ratio and AP density, Figure 5.14 shows the perfor-
mance of the user-centric scheme for increasing client densities relative to the density
of APs, and after a large number of rounds. Each curve corresponds to a different
ratio of honest users; potential attackers always submit fake reports (pa = 1).

For the same scenario, i.e., when pm = 0.07, in Figure 5.15 we quantify the
improvement achieved over the AP-centric scheme for varying ratios of honest users.
Potential attackers always attack (i.e., pa = 1).
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Figure 5.11: Numerical results for scenarios with different managed AP ratio. The
first figure shows the case for Greece’s incumbent ISP, where 55.3% of the total AP
population is centrally managed. The second represents a scenario where 7% of them
are managed. The ratio of discovered CG edges (the E metric), and the evolution of
reputations of honest users and potential attackers are shown.
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Figure 5.13: Ratio of discovered CG edges for increasing client densities.

Performance for varying ratios of honest users

The performance of our scheme critically depends on the ratio of honest users.
For the case where no attackers are present, simplified analytic expressions can be
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clients and APs. We assume that pm = 0.07 and pa = 1. Each x−axis value is a
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derived. As Figure 5.16 shows, in an idealistic setting where all users are honest, after
a number of rounds necessary to build high reputations, most of the CG edges can
be discovered.
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Figure 5.16: Ratio of discovered CG edges for various ratios of honest users.

When the performance of the system has reached a steady state, that is, after a
number of rounds has passed such that topology discovery accuracy has stabilized, we
present system performance as a function of the ratio of honest users in Figure 5.17.
We fix client and AP densities and show one curve for each network management
scenario (ranging from a case where 20% of the total AP population is managed to
an extreme setting, where all APs are under the operator’s control). When pt = 0,
the performance of the user-centric scheme is reduced to that of a pure AP-centric
one, since no useful information is provided by the users (all users attack).

The role of a user’s reporting history

Here we quantify the role of a user’s reputation history in the system’s perfor-
mance. The value of the discounting factor in the reputation update rule of Eq. 5.1 is
left to the system operator. In principle, a small value for β gives less importance to a
user’s reporting history. Thus, his score at the particular round has more weight than
his history and affects the evolution of his reputation more severely. For instance, a
user who is always truthful, builds reputation more quickly. On the other hand, as
noted in Section 5.7.1, a small value for β allows potential attackers to quickly build
their reputation with few successive honest reporting rounds, before they exploit their
increased reputation to make their fake reports more credible.
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Figure 5.17: Performance of the user-centric scheme as a function of the ratio of
honest users. We assume that potential attackers always attack (pa = 1). Each curve
shows the percentage of discovered edges for a different managed AP ratio (pm value).

As shown in Figure 5.18, starting from the lower bound, i.e., the performance of
a pure AP-centric scheme, eventually, the system’s topology discovery accuracy con-
verges to the same value for different values for β, as is the case for user reputations.
We observe that for the first few rounds, there is significant performance advantage
when giving less weight to a user’s past reputation (β = 0.2) and valuing more his
current score.
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Figure 5.18: The role of reporting history. When the value of β is small, reputations
of honest reporters grow quickly, as is the case for the system’s discovery accuracy,
since we value a user’s score more, compared to his reporting history. However, this
makes the system more vulnerable to specific types of attacks.

A note on collusion resistance

Here we revisit our basic assumption that attackers act independently and report
random fake sets of AP identifiers, focusing on the case of colluding attackers, who,
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aware of the threshold-based filtering mechanism, coordinate to submit the same fake
edges to increase their weight and pollute the information stored in the collector’s
graph. Attackers may report honestly at some rounds, to build some reputation
and launch an attack at a subsequent round. The capability of a group of attackers
to successfully add fake edges to the graph is limited by their mean reputation. If
pa is high, potential attackers rarely report honestly, which keeps their reputation
low. For example, for the campus Wi-Fi scenario we studied, when pa = 0.9, mean
attacker reputation is kept as low as 0.0959, which makes it necessary that a colluding
group has at least 11 members reporting the same fake edges so that the latter can
survive filtering. Since users are authenticated via IEEE 802.11i mechanisms, Sybil
attacks [27], i.e., attacks in which a user appears with multiple identities, are limited;
in our example, a potential attacker would need to have access to 11 different accounts
to perform an attack on his own.

However, we have shown that after a few rounds of honest reporting, a user can
build a high reputation. He can then switch to an attacking strategy to exploit it
by colluding with other attackers reporting the same fake edges. We briefly discuss
such sophisticated collusion attacks, which we consider an important topic for further
study, in Section 6.3.1.

Non-zero initial reputations

For the scenario we study, initial reputation values higher than zero would help
honest users build reputations faster, while after a few rounds, the average reputation
of attackers would eventually converge to a low value. High initial reputation values
offer the system better performance in the first few rounds, but eventually perfor-
mance converges to the same value. The system is also more vulnerable to collusion if
users do not start with zero reputation. It is up to the system operator to select this
value (potentially based on a priori knowledge or expectation about user behavior).
Figure 5.19 shows the evolution of system performance for different initial reputation
values (0.0 vs. 0.5). The fact that user reputations converge to the same values even
when different initial reputations are applied is shown in Figure 5.20.
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Figure 5.19: Evolution of topology discovery accuracy as rounds progress for different
initial reputation values.
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5.8 AP-centric extensions to improve performance
Topology discovery accuracy can be improved at the expense of implementation

and hardware complexity or application performance, if we enhance the monitoring
functionality of managed APs. There are cases of cell overlap which can be positively
discovered even if no managed AP is located there, nor the necessary number of users.

The basic premise of this extension is that APs can monitor transmissions by
all clients in range. For an AP with a single wireless interface, this could bring
significant performance penalties for user applications, though: The interface should
be switched to monitor mode and iterate over all available channels in search of
client transmissions to sniff. During this time, packets cannot be sent by the APs,
causing potential data loss, disconnections or increased delay for stations. Modern
drivers allow for virtual wireless interfaces among which the wireless card is shared.
Even if a separate virtual interface is dedicated to channel monitoring, performance
penalties persist. A solution would be to use additional dedicated Wi-Fi hardware
for monitoring. This, however, entails significant infrastructure cost.

Assuming that the above monitoring functionality is in place, by snooping client
traffic APs may be capable of indirectly discovering neighbor APs, by capturing client
transmissions towards these APs. This can be accomplished by inspecting frame
headers to determine the source and destination MAC addresses, as well as the “To
DS” and “From DS” fields, which show whether a frame is sent to or from the AP.

There are still cases where this approach misses cases of cell overlap. First, all
clients in the region of overlap could be associated with the monitoring AP. In this
case, there is no traffic from/towards the neighbor that the AP would be able to cap-
ture. This situation is depicted in Figure 5.21. AP B cannot sense any transmissions
towards AP A.

Figure 5.21: Case 1: All clients in the overlapping region are associated with the
same managed AP.
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Second, links may be asymmetric. For example, a monitoring AP would fail to
capture the transmission of a client towards a neighbor AP if the transmission range
of the client is sufficiently small. Such an example is depicted in Figure 5.22. Client
C1, probably due to lower transmission power or more severe signal propagation con-
ditions, has a smaller transmission range. While being able to communicate with AP
A, it cannot be sensed by AP B. It should be noted that, in practice, link asymmetry
is common.

Figure 5.22: Case 2: Asymmetric links.

5.9 Adherence to the principles of user-centrism
In a similar spirit with the discussion of Section 4.3, we conclude this chapter

by demonstrating that our crowdsourcing approach to wireless topology discovery
respects the principles of user-centrism.

The user at the center Our scheme is user-centric by design. Our informa-
tion evaluation mechanisms are based on consensus among reporters. We crucially
depend on user feedback, which we show to be vital to improve topology discovery ac-
curacy, making user-empowerment evident by showing that an infrastructure-centric
approach is significantly outperformed by a user-centric one. The particularities of
involving users in the process of collecting information, instead on relying on trust-
worthy, centrally-controlled infrastructure are carefully addressed.

Open access The architecture we propose in this chapter is not related to network
access issues. However, open participation is a desirable feature. The more the
participating users, the better the quality of the collected information. On the other
hand, users have the freedom to provide feedback or not. Considering their motives
to abstain from participation, it is up to the system designer to offer incentives to
users to cooperate and contribute truthful information. The reputation-based system
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that we have proposed works towards this end, and can be utilized to build incentive
mechanisms on top of it.

Decentralization and distribution of tasks Although our architecture relies
on a centralized infrastructure for user registration, authentication, and reputation
management, the crowdsourcing concept which is at the heart of this work is an
expression of decentralization. Considering optimizing the operation of a WLAN
deployment, we provide a decentralized solution to information collection to support
centralized network management tasks. It should be noted that our approach could
also be adapted to work in decentralized settings, where the collected information
could be made available to a larger set of interested parties who, based on it, could
take autonomous decisions; this is something we consider future work.

Low-cost operation We reduce infrastructure cost by delegating the task of col-
lecting information about the radio environment to crowds of roaming users: Instead
of using dedicated monitoring infrastructure, the network operator exploits the spec-
trum sensing capabilities of user devices and takes advantage of the inherent user
mobility to more efficiently unveil network topology. We have shown that our ar-
chitecture can be built on commodity wireless equipment and open-source software.
Importantly, we use standards-based technologies and reuse proven security solutions.

Security, trust and user rationality Our work focuses on security aspects of
information collection, building on the trust relationship between reporting entities
and the system operator. Security threats stem from the fact that users are not
trustworthy. By proposing a reputation-based report evaluation scheme and exploit-
ing a set of trusted measurement points, we improve the robustness of decentralized
Wi-Fi topology discovery in the presence of reporting attacks. We have not assumed
benevolent users. Rather, the latter are rational or even malicious. In the first case,
they may misbehave for performance-related or other purposes. (See Section 6.4 for
a discussion on the disincentives of users to contribute truthful measurements.) In
the second case, they may attempt to disrupt system operation without a particular
expected benefit. Our design aims at thwarting attacks by both types of users.

Privacy implications of our approach are yet to tackle. By reporting wireless
coverage, approximate user location may be disclosed to the collector. Future research
will focus on location privacy issues.



Chapter 6

Design alternatives and open issues

In this section we discuss some aspects of our work which lead to issues that are to
be addressed in the future. The points discussed here span across the three research
dimensions that we have focused on.

6.1 Developing models for community wireless mesh
networks

In Section 3.8 we showed that the frequency of the degrees of nodes in mesh-
based WCNs is power-law distributed, based on empirical data. Knowledge that
some properties of WCNs could be described accurately with power laws can help
build realistic topology generators. Therefore, future work can focus on answering
the question on which model is more appropriate to accurately create a network with
the desired properties. Two well-known network growth models are due to Barabasi
and Albert (BA model) [6], and Fabrikant, Koutsoupias and Papadimitriou (FKP
model) [34].

Taking into account the physical constraints that are imposed when setting up
links, i.e., the fact that higher quality is achieved for shorter distance links, and there
are potential natural obstacles (e.g., hills) that can intervene in the line of sight, our
intuition is that a preferential attachment model (BA) would produce less accurate
results than the FKP one. In FKP, nodes join the network in discrete time and try
to connect to other nodes according to the following criterion:

min
j<i

(α · dij + ecc (j)) , (6.1)

where dij is the Euclidean distance between nodes i and j, where i is the new node
entering the graph. The second term, ecc(j), is the node eccentricity, i.e., the hop
distance of j from the center of the network (assumed for simplicity to be the first
node to join) and α is a weight factor, capturing the relative importance of the two
objectives. It is proven [6, 12] that, for all but extremely small and extremely large
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values of this parameter, the degree sequence of the resulting graph is power law
distributed.

An interesting issue to address would be a different interpretation of the eccen-
tricity objective. The center of the network, for instance, instead of being the first
node to join, could denote the most powerful node in terms of links and services.
For social reasons, these two nodes often coincide; senior nodes are quite often more
active in the community.

6.2 Peer-to-peer multimedia services

6.2.1 Evaluation of video communication
With the evolution of video capturing technologies for mobile devices and the

proliferation of devices with larger displays and of better quality, it is important to
extend our performance evaluation of the secure service architecture we proposed
towards video communications. In a similar spirit with the E-model, QoE measure-
ment methodologies and tools for video transmission are available [102]. The main
challenge arises with the increased bandwidth demands that video communication
entails. However, we argue that by selecting low-overhead security solutions, design-
ing optimizations aiming to shorten the end-to-end communication path1 and with
the advent of more powerful hardware in handheld devices, which will increase the
speed of cryptographic operations, the QoE of secure video communication can be
enhanced.

6.2.2 Rendezvous and call setup
In this section we study alternative mechanisms to initiate multimedia commu-

nication in the context of the architecture we presented in Chapter 4. We assume
that the caller and the callee are away from their home networks, visiting foreign (and
untrusted) Wi-Fi APs and having set up secure tunnels to their home VPN gateways,
through which their traffic is routed towards/from the Internet. We also assume that
the IP address of their home VPN gateway is public, be it static or dynamically allo-
cated by the ISP, as is usually the case for ADSL lines. Finally, there are two basic
premises in our design, namely that the use of centralized infrastructures should be
minimized and that peers perform actions when they have mutual incentives to do
so.

1In our architecture presented in Chapter 4, both endpoints tunnel their traffic to trusted home
gateways, which then decapsulate and forward packets to each other. A selection protocol where one
of the two endpoints is picked as the VPN gateway for both users would offer significant performance
improvement, given that trust issues and constraints are not an obstacle to this.
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Rendezvous between two peers who wish to communicate can be carried out using
various mechanisms and protocols and each has advantages and disadvantages in
its own right. In any case, users need to discover each other’s service parameters,
namely the IP address and port where they listen for incoming multimedia traffic
and potentially negotiate security parameters to achieve an end-to-end encrypted
channel. In our system, we have opted for call initiation based on the exchange of
GSM SMS messages, on which we comment first. Then, we discuss the role of DNS
in peer discovery and present two solutions based on the Session Initiation Protocol
(SIP) [105].

Use of a GSM SMS

In Chapter 4 we proposed a rendezvous scheme that was based on the exchange of
a simple GSM SMS to setup a multimedia call. The SMS includes the IP address and
port on which the user is reachable, i.e., the IP address of his home VPN gateway.
Upon reception, the software agent residing in the callee’s mobile device will reply
with a voice stream which will be routed to the caller’s VPN gateway via the callee’s
home network, and eventually data will reach the caller, after forwarding state has
been set up at the two home gateways. We adopted this approach for its simplicity
and for being in line with the assumption that the caller knows only the mobile phone
number of the callee, which closely follows the paradigm of current GSM network use.
We still resort to a centralized infrastructure (GSM network), but this is only for call
setup (after all, typically, mobile device users already own GSM subscriptions; our
approach does not mandate using a separate system, such as DNS or SIP registrars
for rendezvous).

In Section 6.2.4 we comment on a potential attack by the GSM operator and a
means to counter it and achieving end-to-end security without resorting to a PKI.

Dynamic DNS

In a DNS-based alternative, instead of initiating a call using the callee’s mobile
phone number, if we assume that a user’s home IP address can be resolved from a DNS
name, a caller can directly stream his data to his peer’s home. The procedure then
follows the same way. It should be noticed that since VPN gateways would normally
reside in users’ home networks, typically accessible via a dynamic IP address, user
equipment should dynamically update the name-IP address binding. Many dynamic
DNS services exist [90, 79] and most home network equipment have the capability to
perform such updates built into their firmware.

Relying on DNS hides one vulnerability similar to when using GSM SMS text
messages, since it is still implied that (i) users trust the Dynamic DNS name service,
and (ii) name servers that peers use to resolve each other’s host names are trusted.
These conditions have to do with how calls are set up: The caller tunnels a request
to resolve the callee’s name to his home name server through his VPN gateway. If
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this name server is under the control of an adversary, it is possible that the callee’s
name resolves to a host controlled by the adversary, who could then easily launch a
man-in-the-middle attack. An end to end security scheme where users authenticate
each other is necessary to combat such threats.

Using the Session Initiation Protocol (SIP)

A multimedia call could also be established using the Session Initiation Protocol
(SIP) [105]. Peer discovery, however, is again an important issue. Users are identified
using SIP URIs, which mandate the existence of SIP registrars where users are listed
and, typically, SIP proxies in each user’s domain. In the decentralized scenario we
study, and given the assumption that cooperation between two peers happens only
when there are mutual incentives to do so, and interaction cannot be assumed for
purposes other than requesting Internet access when visiting a foreign AP or set-
ting up a call, this would mean that each peer should maintain its own SIP server.
Typically, the caller communicates with a SIP proxy in its domain, which uses DNS
to resolve a SIP proxy in the callee’s domain. DNS procedures can also be used to
discover service parameters (such as the transport protocol to use or the port the
other server listens to). Locating SIP servers is specified in RFC 3263 [104].

Applying a SIP-based solution has some advantages: First, it is a standards com-
pliant approach, with SIP being heavily used and tested. Also, many SIP phones or
implementations of SIP user agent software are readily available. On the downside,
the need for every peer to operate SIP servers increases management effort and home
gateway complexity, while it is still necessary to rely on DNS.

Peer-to-Peer SIP

The problem of locating call endpoints in a peer-to-peer manner is being studied
within the P2PSIP IETF Working Group [94]. For reasons of scalability, resource
limitations that do not allow for the installation of SIP servers, but also for reasons
of trust and reliability, e.g., when an organization or individual does not want to
rely on external centralized service infrastructure, a distributed alternative to SIP is
being standardized. The core concept is to rely on a P2P network (a Distributed
Hash Table (DHT) such as Chord [118]) built on the equipment of the users of the
system to distribute the core functionality of SIP, such as user registration, proxying,
and locating users. The REsource LOcation And Discovery (RELOAD) protocol has
been specified by the WG for signaling in a P2PSIP network. Cirani et al. [21], on
the other hand, have proposed a discovery architecture similar in nature, but without
utilizing the RELOAD protocol. Again, instead of using SIP servers to locate call
endpoints, a DHT is used as the IP address/port lookup structure.

Interestingly, the security aspects of P2PSIP architectures have recently received
attention. For a thorough review of relevant issues, the reader is referred to the work
of Tuceda et al. [120].
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Applying the above approaches on the user-centric wireless networking scenario
we study implies that either a network of special nodes forms the DHT, or, some
of the home gateways join it, which in turn implies cooperation between community
members. While in some wireless communities this could be possible, in our case,
it violates the assumption that peers do not engage in any cooperative activities
if it is not to their interest; clearly, in order to build a reliable DHT on top of
residential Wi-Fi equipment belonging to P2PWNC peers, cooperation is necessary
on the peers’ behalf. A peer would have to maintain a set of records and respond to
lookup requests for multimedia calls he is not involved with, for which a mechanism
to stimulate cooperation at the DHT level is necessary. An interesting direction could
be to extend the P2PNNC accounting and incentive mechanisms to incorporate DHT
storage and lookup operations.

6.2.3 Dealing with highly-mobile users
We have thus far considered low-mobility, nomadic users. Achieving efficient hand-

offs for highly-mobile users in the peer-to-peer Wi-Fi sharing scheme of Chapter 4,
while maintaining ongoing multimedia sessions, requires addressing problems hard to
tackle. First, when a user moves from one micro-provider to the other, and not taking
into account the time required to complete the association with the new Wi-Fi AP at
the MAC level and the time required to request and be assigned with a new local IP
address by the visited peer’s DHCP server, he needs to re-negotiate Internet access.
Cooperation between the two visited peers to perform the handoff faster is ruled out
by design. (A visited peer does not have a clear incentive to assist the user in getting
Internet access from a neighbor peer, as the user moves.) Instead, the user will have
to prove his contribution to the new prospective provider, first by providing him with
a subset of his receipt repository (gossiping step), and then by the latter executing
the reciprocity algorithm. If access is granted, the tunnel towards the user’s home
gateway should be re-established. A user’s ongoing VoIP and multimedia sessions are
expected to suffer significant packet loss during the hand-off process. Quantifying this
overhead and improving handoff performance in such settings are significant issues
for future research, where potential solutions could involve mechanisms for mapping
P2PWNC APs, predicting a peer’s path and proactively initiating P2PWNC sessions
over the Internet with prospective providers nearby.

6.2.4 End-to-end security and avoiding man-in-the-middle at-
tacks

Providing end-to-end security in a peer-to-peer manner in the multimedia commu-
nications architecture that we have proposed is yet to be tackled. One would notice
that although the two endpoints of the multimedia call set up secure VPN connec-
tions with their trusted home gateways, the path between the two gateways is still
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unsecured.
If we assume that the IP address of the home gateway of the caller has been

communicated to the callee via a GSM SMS (see Section 4.2), it is straightforward
for the GSM operator to sniff on the multimedia call, performing a simple man-in-
the-middle (MITM) attack: It can modify the contents of the SMS pointing to a
gateway of their own. The callee responds with the multimedia stream that comes
unsecured from the VPN gateway of the callee to the gateway that belongs to the
GSM operator. Then, the operator forwards the traffic to the caller and none of the
call endpoints is aware that their traffic is being intercepted.

To combat such an attack and achieve end-to-end secure and private peer-to-peer
multimedia communication, the unprotected path of the call has to be secured. A
simple means is that of conveying the caller’s public key to the callee during the call
setup phase (GSM SMS exchange), and using it to exchange a shared key for traffic
encryption. However, the callee has to verify that the public key of the caller has not
been changed by an adversary (e.g., the GSM operator) performing a MITM attack.
Thus, after communication has been set up and assuming a voice or video call, the
two parties can use some form of vocal acknowledgment to verify that the public key
exchanged is the appropriate. This way, an end-to-end secure VoIP or video call can
be set up without resorting to trusted certification authorities.

Methods and systems that implement this type of in-band key exchange have been
proposed in the literature. The ZRTP [129] protocol uses public key cryptography
without resorting to a centralized PKI and, thus, without the need for certificates.
During call setup, the two parties perform Diffie-Hellman key exchange in the media
path and set up a shared secret. Then, a Short Authentication String (SAS) based
on the shared secret is derived, which appears on the displays of the participants’
devices. To ensure that a man-in-the-middle attack is not being performed, both
users should confirm the same SAS value.

All ZRTP messages are multiplexed with the media stream, making it independent
of the signaling protocol used for call setup (e.g., SIP). The fact that it is purely peer-
to-peer makes is suitable for application to our architecture. Vocal verification of a
key exchanged between the two parties engaging in a phone conversation is a concept
presented as early as 1996 [128].

One should note the performance implications of applying such end-to-end secu-
rity schemes to our service design. While the two peers maintain VPN tunnels with
their home networks to protect themselves from untrusted visited APs and suffering
the overhead of tunneling, they also have to encrypt their data end-to-end before tun-
neling them home. Therefore, there is redundant use of security mechanisms. Along
the mobile user-home gateway path data are encrypted twice: Application data are
first encrypted with the shared key established between users (call endpoints) when
the media session was initiated. Then, data are encrypted again and tunneled home,
where they are decapsulated, sent to the peer’s home gateway, encrypted and tunneled
to the peer, where they are decapsulated. The resulting data are eventually delivered
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to the application, where they are decrypted using the shared key. It is important
that future research efforts emphasize on removing redundancy across security layers,
and optimizing the end-to-end media delivery path.

6.3 Attacks on topology discovery schemes
In Chapter 5 we studied simple attacks on the crowdsourced topology discovery

process. Here, we discuss some more sophisticated attacks, their importance, and
potential methods to counter them. Note that the list of potential attacks can become
lengthy; new countermeasures put in effect may bring up new strategies to evade them.
The following discussion includes some relatively straightforward cases of misbehavior
that we have not considered in our analysis.

6.3.1 Strategy changes
Reputation-based schemes face the problem of strategy changes; a well-behaving

user can build reputation and exploit it to perform attacks. In our case, a user may
report honestly for a number of rounds and then switch to an attacking strategy. As
described in Chapter 5, in many cases (e.g., when the deployment of managed AP is
dense and a user’s reporting history does not have much weight compared to a user’s
current reporting score), it does not take long before the reputation of an honest user
converges to a high value.

Note that in the scenarios we studied, attackers can only exploit this by colluding.
(Otherwise, their reports are filtered by default.) They can then perform targeted
attacks by reporting the same fake edges. In turn, these very edges help them achieve
a high score and thus keep increasing their reputations, while affecting the collector’s
view of the topology. This poses an important threat to our system and calls for
sophisticated countermeasures. What magnifies this problem is the fact that if the
reputation of attackers is high, only few of them are enough to place a fake edge in
the filtered graph.

One potential countermeasure would be to take into account the identity of the
AP contained in a fake report, as well as the number of occurences of this identifier
across all user reports: The fake AP identifier which would be connected to real ones
via fake edges would appear only in the reports of colluders. Things are different in
case colluders attempt to place a fake edge between two existing managed APs (see
also Section 6.3.2). If location information about managed APs is available, the fake
edge could be filtered, if the two APs are very far from each other. Otherwise, i.e., if
the two APs are located such that coverage overlap is possible, the reports of nearby
users (e.g., users associated with either of APs in question) or managed APs could be
utilized: absence of a report about the fake edge by them is an indication of collusion.
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Given the severity of colluding attacks, the reputations of detected colluders should
be discounted in a stricter manner.

6.3.2 Fake reports including existing AP identifiers
Thus far, we have considered attackers who report random fake AP identifiers,

even in the case when attackers collude. Here we revisit this assumption. In the
case of attackers who act independently, i.e., they submit fake edges between existing
APs, the attack is equivalent to the one addressed in Chapter 5. Such edges will be
filtered by definition, since their weight will always be below the threshold.

In the case of colluders, this attack becomes more significant. If there is a sufficient
number of colluders such that a fake edge eventually survives filtering, an edge can join
two existing vertices, and this can have more severe impact (affecting more network
nodes) to any mechanisms relying on topology information.

Again, such attacks can often be tackled by exploiting location information. For
example, an organization deploying a user-centric topology discovery scheme may
have knowledge of the actual locations of its APs and an edge between two such APs
which are located far from each other may be directly filtered from the CG, due to
physical limitations in signal propagation.

6.3.3 Partial attacks
Here we study the case where attackers keep a mixed strategy: Their reports

include some fake AP identifiers, as well as the identifiers of some true Wi-Fi cells
in range. The observations of Section 5.4 ensure that all random fake edges will be
removed (or, in the case of collusion, for a fake reported edge to survive filtering, a
certain number of reports by colluders is necessary, based on attacker reputations).
Existing edges will appear in the CG if their weight is above the threshold. Therefore,
from an efficiency point of view (measured by the number of discovered edges), this
attack is of less significance than the case when no true edges are reported. The
downside is that true edges help an attacker sustain a higher reputation, which can
be exploited in the case of collusion.

6.3.4 Refusing to report
Counting the number of discovered edges, refusing to report is equivalent to re-

porting fake edges only. However, in our design, this does not lead to reputation
decrease, since when a user delivers no reports he is considered isolated and his rep-
utation remains unchanged.

Refusal to report can be performed either by sending an IEEE 802.11k beacon
report with the “refused” or “incapable” bits set in the “mode” field (see Table 5.2),
by simply not replying to a beacon request or by sending a normal beacon report
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including only the AP he is associated with. The fact that we do not update the
reputations of users who have a single managed AP in range may offer incentives not
to report. For example, a user who is a good reporter consistently, after a number of
rounds, will develop a good reputation. He can then refrain from submitting reports
without suffering a reputation reduction and, in the eyes of the collecting system, he
will still look like an honest (but isolated) reporter.

Technical means to counter this behavior are available. In the first two cases, the
AP can notify the collector about the client’s failure to report. In the third case,
where the client is considered isolated, as rounds progress, the collector can identify
cases where a user consistently abstains from the reporting process. Also, reports by
neighbor nodes can be utilized to get a clearer view of the conditions in the user’s
vicinity. A user who implements this strategy can be suspected if the majority of users
associated with the same AP as him submit (similar) reports while the user reports
no edges. Then, the collector can apply appropriate measures, e.g., by appropriately
discounting their reputation. Reconsidering our rule that reputations of isolated users
are not updated, an approach where user reputations are discounted with time (i.e.,
rounds) is also to be studied.

6.3.5 Compromized APs
In our work, reports by APs are crucial for system bootstrap and for increasing

topology discovery accuracy. APs are trusted by default, an assumption that we
have not yet discussed. In a centralized setting, where an organization deploys a
Wi-Fi network and has all the APs under its full control, it is realistic to assume that
such an assumption is valid (unless an AP is compromised, which would potentially
require physical access and a firmware upgrade—such cases our outside the scope of
this discussion).

However, when dealing with potentially competing service providers, their trust-
worthiness is debatable; incentives could be such that an AP participating in the
topology discovery process would submit fraudulent information, if it was to its
owner’s interest, just as a normal user could do. In such cases, alternative measures
should be put in effect. For example, the APs could also be associated with reputation
values, or a set of trusted roaming users could assume the role of cross-checking AP-
based measurements. Punishment could be applied as a means of enforcing truthful
behavior, which could be implemented in various ways (e.g., excluding a misbehaving
operator from the confederation).

6.4 Incentives for trustworthy reporting
Although we considered attacks towards the crowdsourcing mechanism for col-

lecting Wi-Fi topology information, we have yet to address the motives of users to
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perform attacks in the first place, as well as provide incentives for truthful reporting.
We identify two basic families of incentives for users to submit fraudulent feedback,

i.e., performance-oriented incentives and economics-oriented ones. Here, we consider a
more generic reporting architecture, without focusing only on centrally-managed Wi-
Fi deployments. This could be the case, for instance, for a Wi-Fi sharing community
of users or a coalition of commercial WISPs who agree upon using a central service
to maintain Wi-Fi topology and make the coverage map available to registered users,
who can then run distributed reconfiguration schemes outside the control of a central
entity.

Performance-oriented incentives are associated with the overhead of spectrum
monitoring. While scanning for Wi-Fi presence is a standard and relatively low-
cost operation when performed infrequently, and since clients can passively record
Wi-Fi beacons, more advanced spectrum monitoring schemes, which a more sophis-
ticated scheme would necessitate, could reduce user QoE. It should be noted that
research in the area of Distributed Spectrum Sensing in Cognitive Radio Networking
environments has identified such performance implications, as well as the tradeoff
between accuracy of measurements and user-perceived performance [5].

Even in the case of requesting a client to perform an active scan, from a set of
experiments that we have carried out [39], we have shown that frequent requests
can disrupt voice conversations that the user has in progress. In particular, using the
same codec settings (G.729a) and evaluation methodology (E-model) as in Chapter 4,
we emulated a VoIP call over a Wi-Fi link, at the same time requesting the client
to perform an active scan. We experimented with varying scanning frequencies and
discovered that even when no other traffic is present, if a report is requested frequently,
QoE can drop below an acceptable level. While, in practice, reporting frequency is
expected to be relatively low, instantaneous quality degradation is possible if, for
each report, the client is requested to perform repeated measurements for improved
confidence2. Figure 6.1 shows the results of our experiments. For scanning frequencies
of a few seconds, the R-score for the voice conversation drops below the acceptance
threshold. The reason is that an active scan takes 250 ms on average, during which
packet transmission and reception are impossible.

From the above discussion, it appears that a user who is not willing to suffer
potential performance effects may wish not to join the reporting process. Sending
random fake reports is one potential strategy that such a user could follow.

Next, we address the other type of incentives. Consider the following scenario:
There is a confederation of WISPs and each user is affiliated with one of them. This
affiliation may be in the form of a paid subscription, but the confederation allows
roaming across providers. A central entity is responsible for maintaining wireless
coverage information, built by reports from roaming users. Since this information

2The IEEE 802.11k standard allows for repeated measurements; see Section 5.5.4, and, in par-
ticular, the repetitions field of a beacon request frame.
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Figure 6.1: The effects of active scanning on VoIP performance

can be used for frequency assignment or transmit power control, a group of users
affiliated with provider A can collude and submit the same fake reports, making an
AP belonging to provider B appear to cause much interference. Then, an overlaid
power control scheme could dictate this AP to transmit at lower power, thus limiting
its coverage area and causing it to fail to serve some users, who would then have to
associate with another AP in the area. Another example would be to cause B to assign
a channel to its AP such that performance would be suboptimal for users associated
with it. In both cases, driven by competition, provider A attempts to either cause
dissatisfaction to B’s clients indirectly, or manipulate the spectrum sharing schemes
that are based on topology information to its advantage, always with the aim of
maximizing its own utility at the expense of its competitors.

The reputation-based scheme we proposed in Chapter 5 helps limit some such
attacks; consistent attackers have low reputation values and a large colluding group
may be necessary in order to trick the threshold-based filtering mechanism. However,
even applying such countermeasures, more sophisticated forms of collusion are possi-
ble. Therefore, an important future research step is to provide incentives to users not
to attack in the first place. Such an approach could involve linking a user’s reputation
with the service quality offered. Below we propose a simple method to achieve it.

The basic requirements are that APs are aware of user reputations and that they
can perform bandwidth sharing. The former is implied in the architecture that we
have described in Chapter 5, but is also fairly straightforward to assume for other
types of network structures, even in decentralized settings where each AP may have
a different view of the reputations of visitors, as is the case for the P2PWNC Wi-Fi
sharing scheme. The latter assumption, i.e., bandwidth sharing capability, can be
achieved by appropriately limiting egress traffic in the AP’s interface towards the
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Internet and limiting the egress traffic in the wireless interface. Many APs today are
Linux-powered. The tc tool [76] can be used to implement such traffic shaping. It
should be noticed that uplink traffic at the wireless link cannot be controlled; mali-
cious users can jam the channel by sending packets at a high rate, even disrespecting
the IEEE 802.11 Distributed Coordination Function (DFC). Such behavior is outside
the scope of this work. Countering jamming attacks is an issue widely addressed in
the literature [101].

Bandwidth rewards can then be offered to users with high reputations. The AP
operator can partition its bandwidth in a way that a fixed portion of it is shared
evenly among users and the rest is distributed to them as a bonus for their truthful
feedback in a weighted manner, according to their reputation. Each user associated
with an AP, receives the following amount of bandwidth as a bonus:

B
[k]
i =

r
[k]
i

ϵ+
∑n

j=1 r
[k]
j

Bb, (6.2)

where r
[k]
i is the reputation of the i-th user associated with the AP at round k, Bb is

the total bonus bandwidth (in bits per second) and 0 < ϵ << 1 is used to avoid a
zero denominator in case all users have zero reputation.

Depending on the particular network setting, the network operator, the AP owner,
or any other entity responsible for network planning and operation, can decide on the
ratio of the bandwidth that will be allocated as a bonus, which depends on how much
he values truthful topology information. It should also be noted that B

[i]
b values are

adjusted when necessary, that is, when a visitor joins or leaves the network and at
the end of each reporting round, when reputations are recomputed.

Other forms of reward or punishment are, of course, possible in order to motivate
users towards truthful behavior. Any such approach should be carefully studied from
various perspectives, such as their implementation simplicity, susceptibility to attacks
and incentive-compatibility, an aspect which can be evaluated using tools from game
theory.

6.5 Alternative uses of topology information
The topology model we have applied is suitable for use with specific types of chan-

nel assignment schemes, namely those that operate on a weighted undirected graph
with vertices denoting Wi-Fi APs and edges denoting conflict. We have shown how
to collect such information using IEEE 802.11k frames. Different uses are, however,
possible, which may require model changes. In this section we discuss the potential
for different applications of topology information, as well as the modifications to the
model necessary to accommodate these applications, and new security threats that
may emerge.
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6.5.1 Transmit power control
Schemes that aim to optimize Wi-Fi performance by means of transmit power

control could operate on the Coverage Graph. However, our model should be aug-
mented so that it can encode information to more accurately quantify the amount
of interference suffered by users located in regions of overlapping cell coverage. This
information can be conveyed by clients using the RCPI and RSNI fields of beacon
reports. Appropriate edge weight functions should be designed to simultaneously
capture the reputations of users reporting an edge and the cumulative amount of
interference caused to them. It is important to note that such an approach requires
carefully tackling another potential attack, which we have not addressed: Along with
reporting fake BSS identifiers, users can also falsify received power measurements.
This calls for sophisticated schemes to quantify interference in the presence of such
attackers, to which end research that is active in other areas (e.g., distributed spec-
trum sensing in Cognitive Radio Networks with fraudulent reporters) could appear
relevant.

6.5.2 Network planning
In our work thus far we have not considered the time dimension. Namely, on each

reporting round, we derive a new snapshot of the network topology, which can be
used for reconfiguring operating parameters of the network (e.g., frequency), but will
only be valid until the next reporting round. Generating statistics about network
coverage and user presence over long periods of time, for different hours of the day,
or days of the week is, however, important for network operators, since it can reveal
trends in user behavior, as well as locations which are over- or under-provisioned. It
is rather straightforward to extend our system so that the time dimension is taken
into account, and it is then a matter for network operators to exploit the available
information for network planning purposes.

6.5.3 Handover planning
Wi-Fi topology knowledge could prove important for reducing hand-off latency.

When mobile, a user will transit from the AP he is associated with to an AP nearby.
A system to prepare user handovers is possible to built: As soon as a user associates
with an AP, the collector can notify registered nearby APs (which may or may not be
in range with the user) that the user may soon attach to them. This can help reduce
the time required to associate with the new AP in the event of user mobility. Note
that the IEEE 802.11r [57] amendment deals with fast BSS transition mechanisms,
specifying means to build and exchange topology information among neighbor APs
and stations and techniques to reduce reassociation times. IEEE 802.11r assumes that
topology discovery is carried out by stations either by active scanning or by requesting
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IEEE 802.11k neighbor reports by the APs they are associated with. Obviously, if a
central collector makes network-wide topology information available, a station would
be able to map its neighborhood with more accuracy. In any case, potential security
threats and their effects on fast handover performance are an issue for further study.



Chapter 7

Conclusion

This work approached wireless networking from a user-centric viewpoint, given
recent technological advances of the last decades that made wireless equipment ubiq-
uitous and enabled connectivity at low cost, as well as socioeconomic factors, that
have lead to disruptive user empowerment. User-centric wireless networking is a broad
research area, lying at the intersection of an interdisciplinary set of topics. Our study
touches various aspects of wireless networking, including infrastructure, service and
information provision, bringing out the central role that the user can play towards
achieving ubiquitous, secure and optimized communication at low cost.

We studied issues pertaining to the emergence and operation of wireless commu-
nity networks, a prominent case of autonomous communication built on user-provided
network infrastructure. We provided insight on the social mechanisms and incentives
that have led to the evolution and sustainability of WCNs and, based on a study
of large operational WCNs, observed that some of their structural properties obey
power laws; this observation is the first step towards deriving realistic WCN models
and tools for the performance evaluation of services and protocols on top of them.

Wi-Fi sharing communities are a specific case of WCNs, with the distinct char-
acteristic that community members do not necessarily know and trust each other.
Rather, cooperation can be enforced by applying reciprocity-based service exchange
mechanisms and without requiring centralized authorities to tackle registration and
accounting. We proposed service architectures tailored to such communities, where
secure communication is granted and user privacy is enhanced. Our particular focus
was on the performance of peer-to-peer voice services, taking into account that they
are designed to operate on low-cost home Wi-Fi equipment and resource-constrained
mobile devices, while the decentralized nature of the underlying Wi-Fi sharing scheme
should be respected. Our experimental evaluation revealed that even when high-
overhead security mechanisms are in place, a few VoIP streams of acceptable quality
can be sustained over commodity wireless equipment, a conclusion that supports our
claim that, if Wi-Fi coverage is adequate, our solution can offer a secure, low-cost
alternative to 2G/3G cellular services.

On the other hand, a basic premise of the user-centric networking scenario that we
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envisage is its operation in unlicensed spectrum, where anyone can become a micro-
operator. A challenging aspect of this scenario is how to utilize the scarce spectrum
efficiently, in view of interference. Many coexistence mechanisms and protocols have
been proposed to optimize operation in unlicensed spectrum, aiming at efficient shar-
ing across the space (power control, use of directional antennae), frequency (channel
assignment), or time (TDMA schemes). These mechanisms heavily rely on accurate
knowledge of the network topology and radio environment to operate. In this work,
we focused on how to build such information in a robust, user-centric manner: Instead
of relying on the infrastructure, we proposed that the task of monitoring and provid-
ing feedback about wireless topology and potential interference be crowdsourced to
roaming users. We did not assume that users are trustworthy, though, and proposed
reputation-based mechanisms to deal with fraudulent reporting. We implemented
our crowdsourcing approach making use of the IEEE 802.11k standard for collecting
topology information, for which we appropriately extended the functionality of the
current Linux wireless networking stack. We derived analytic expressions on the per-
formance of our scheme and have shown it to significantly outperform infrastructure-
centric schemes, even in the presence of large numbers of users who follow specific
attacker strategies. Research in the direction of combating more sophisticated attacks
is ongoing.

Note that accurate wireless coverage maps based on user feedback are crucial
not only as input to spectrum sharing mechanisms, but also for a diverse set of
applications, such as Wi-Fi-based positioning systems or network planning tools.

The three research dimensions on which we organized our work need not be tackled
in an isolated manner, though. We have discussed how user behavior at the reporting
level is coupled with the Quality-of-Experience enjoyed at the service provision layer.
The system designer, taking into account the fact that there may be disincentives for
users to contribute honest feedback, could devise reward mechanisms, where reward
for reputable honest users is expressed in QoS/QoE criteria. Future research should
focus on the many facets of designing such systems, which range from economics to
systems-level issues.
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