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Problem Definition

» Prove that decentralized and scalable ASAP job
scheduling in the Grid is feasible

— ASAP: Scheduling job-requests in a grid as-soon-as-
possible (ASAP) after they are issued



Motivation

* Currently used grid scheduling solutions have a
central point(s)
— e.g. a coordinator or a local scheduler
X A performance bottleneck
X And a single point of failure

* Hierarchical schedulers (Metaschedulers)

— A site scheduler fails = its nodes become
unreachable

— Scalability/performance concerns when grid-sites
grow in size and number
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SYSTEM MODEL



System Model (1/3)

 Each node maintains its own private
local job schedule

— Timeslots: equal time time-intervals

B <— Unreserved timeslot
I < Reserved timeslot
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System Model (2/3)
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* Job executions

1. Starts concurrently at all
reserved nodes

2. Continues uninterruptedly
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[1] CYCLON: Inexpensive Memb,
Voulgaris et al. (2005)

System Model (3/3)

* All nodes participate in a random, mexpenswe[l]
unstructured P2P Overlay
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Issuing a request
Formation of candidate node allocations (running the Search Algorithm)

Obtaining more candidate nodes
Choice of the best candidate allocation << ASAP Schedule

SCHEDULING A REQUEST:
AN OVERVIEW
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Overview of scheduling process (1/6)

(A) issues <t, k, d> in the grid = (A) forwards
<t, k, d>to some neighbors (B), (C), (D)
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Overview of scheduling process (2/6)

Search Algorithm instance yields a candidate
node allocation {n., n,, ..., n,} valid from time t’
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Overview of scheduling process (3/6)

Obtaining more candidate nodes, if needed,
so to form a valid node allocation
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Overview of scheduling process (4/6)

C Obtains the neighbors of E and F,
i.e, neighbors of its neighbors
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Overview of scheduling process (5/6)

B, C and D form candidate Job Allocations
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Overview of scheduling process (6/6)

Optimal job allocation:
v'Schedules the job ASAP <> min(t’-t)
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Input Trace
Performance Metrics
Utilization Diagram

Waiting time Diagram

EVALUATION
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Input Trace

* Tracel? of job requests submitted to Grid’5000

— Realistic Scenario
— 5000 nodes, i.e., a realistically big grid

[2] GWA, Grid Workload Archive,
losup et al. (2008)



Metrics (1/3)

1. Requested Utilization (RU):

= Expresses the load imposed to the scheduler

" j.e., how demanding (nodes x duration) are the
job-requests issued in a certain period of time




Metrics (2/3)

2. Effective Utilization (EU):

" Expresses the achieved utilization of the
resources of the Grid during a certain period
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Metrics (3/3)

3. Waiting Time:
= Expresses the scheduling delay

" j.e., the time elapsed from issuing (t) up to
starting executing (t’) a job
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Utilization over time
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Utilization over time
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Utilization over time
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Utilization over time
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Median Waiting Time
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Median Waiting Time
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Median Waiting Time
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Conclusions ...

* A Grid Scheduler Design which ...

— is Decentralized
v"No bottlenecks
v'No single points of failure

— is Scalable
v'Nodes Perform only local actions

v'Uses an Inexpensive p2p overlay architecture

v'Can schedule jobs ASAP, achieving a high
utilization



Questions ?

Decentralized, scalable, ASAP Scheduling

IS... v'Feasible
v Inexpensive

v Easy




