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ABSTRACT concerned with the integration of such solutions with existing

We consider the problem of efficient multicast support sgyrotocols and their efficiency in terms of utilizing the limited
mobile wireless hosts in TCP/IP networks. We summarize te@ndwidth and battery life of wireless hosts. We conclude with

niques supporting multicasting and mobility, along with thei* SeTvice deployment plan.

constraints and interactions, and explore architectural alterna-

tives for solutions to the combined problem that remain com- IP MOBILITY

patible with the existing architecture. We propose a new mecha-{p mobility support allows anobile hos{MH) to change its
nism for group management, optimized for point-to-point linkpoint of attachment to the network without losing connectivity,
We also discuss three proposed multicast delivery mechanisf@sisparently to the transport layer [8]. Internet transport layer
and compare them with respect to efficiency on wireless ngtotocols (TCP/UDP) however assume that a host's address is

works and impact on host software. fixed, so simply providing MHs with local addresses when at-
tached to a new network cannot achieve transparency, as trans-
INTRODUCTION port connections will have to be re-established. IP mobility ex-

tensions, and in particular tHaternet Mobile Host Protocol

\INR'DIG support flopr Tulﬁcas;mg n thel (_:urrint Internert] PrO]fO IMHP) [12], which we examine here, provide a mechanism
col (IP) version (IPv4) has been evolving for more than fiv. r a MH to retain one address while roaming, callechitene

years, it is still regarded as experimental. However, the MSddresseven though it connects to various wireless networks.

quirements for the next version of IP (IPv6) emphasize supportr,, problem to be solved is circumventing IP routing. A

fo_t[rr]n “'“ﬁf”‘s“qg anc:JL g n;ourr?ge the replac_:slmergof broadcasf,t}ggter receiving a datagram to a non local host forwards it based
with mutticasting [10][3] w ENever possible. ne reason 1gf, ly on the network part of the destination address, thus keep-
t.h's Interest IS the ease of addressmg services with a single MHY track of complete networks by their address prefixes. Data-
ticast group |dent|f|§r, thus ena_lbhng resource Iocat|on [2] a ams are forwarded towards a router advertising reachability
d'Str'bUted anq rephcated SEervices. Another reason 1S the Qtheir destination network. When this network is reached, the
tential ?f mult|c|?st|n? for econorglzu:'g c;n dban?wd;h, as ?ﬁt%’atagram is forwarded to the correct host by a local router with
grams to a multicast group are duplicated only when paths 4@y e knowledge of its attached hosts. With mobility, while
their multiple destinations diverge. Bandwidth intensive SeL MH visits a remote network calledfareign network data-
\{lcez such ?].S V|Ideohd|str|but|_on car? becomhe.more ICOSt eff ams to the MH are still forwarded to the network indicated
tive due to this. In the meantime, the growth in wireless co y its home address, which generally differs from the foreign
munications has attracted interest in the integration of wirel Stwork's address
and W|re_I|ne I networl_<s. A v_v|de area Wl_reless net\_/vorl_< a" 7o solve this problem, a router on the home network, called
lows devices to move without disrupting their communication ehome agentHA) and a router on the foreign network, called
To aghieve this, 1P _m_ust be e.>$tended to transparently hgngﬁ foreign agent(FA), must cooperate. When the MH visits a
roaming hosts by hiding mo,b'l'ty from the transp_ort SerV'Ceforeign network, it locates the FA amegisterswith it, and then
Issues mclud.e. nqt only F:ontlnuous datagram d.ellvery SO tr]ﬁ1torms its HA of the FA currently serving it. Subsequently, the
host connectivity is persistent, but also adaptation of hosts sends its datagrams via the FA, which forwards them nor-
visited neé\{vorks, which could be achieved via multicast bas lly as unicast IP routing ignores their source address. On the
resou}:cef I|Iscqvery. ine h " ) d mobil other hand, datagrams destined for the MH, are first delivered to
In the following we examine how multicasting and mobility, A on the home network, which consuilts its tables to locate
can be combined in the IP world, by first presenting the relevq%‘ FA serving the MH, and theencapsulateshe datagrams
IP extensions and then examining some proposed solution§ Qe neyw ones from the HA to the FA. The FA on receiving
the problems_ arising from their mterqchons, separatmg Io?@ﬁcapsulated datagrams, decapsulates and forwards them to the
from global, i.e. wide area, mechanisms. We are p”mar'li’lrectly attached MHs. This technique, caltedineling allows

This research was supported in part by the UC MICRO program and by arBe N_IH _tO Commumcat? continuously using its _home address,
FRI grant DAAH049510248 despite its mobility, but it has two drawbacks. First, datagrams
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CH MR When the router has to support a sepofnt to point(PtP)
HA HA links, datagrams have to be separately unicast to each host.
~—()MH N —(OMH Thus, separate queries and reports are needed for each link
@ FA () FA and the router must record detailed membership information,

Fig. 1. (@) Triangle routing: datagrams from MH to CH are delivered directly,SUCh as a list of hosts Per group or a “_St of grpups per host,

but datagrams from CH to MH must first pass through HA, which tunnels the@ven though only the simple group list is required for global

to FA for delivery. ) Sending multicasts: the MH tunnels multicasts to the:g-gperation. Many wireless networks provide only PtP local

HA which then forwards them as if they had originated in the home networ, e . X

so that MR receives them normally. hhks and some proposals for combining multicasting and mo-
bility in IP usevirtual PtP links among router and receivers.
Therefore, any improved local mechanisms for PtP links could

to the MH are always routed via its HA, resulting in suboptibe quite useful for the bandwidth limited wireless links.

mal triangle routing as shown in Figure 1aJ. Proposed ex-

tensions rectify this problem [12], but thei_r applicabilit)_/ an%lobal Mechanisms

performance are unclear. Second, there is no de-registration

process, as the MH may lose connectivity with the FA at any Using local mechanisms, routers learn which groups they
time due to movement, so registrations must be repeated pEtHst receive and how to deliver them locally. Global multi-
odically, else the FA will delete the information on the visitingast delivery towards local routers requires cooperation among
MH from its tables. The problems of when a MH should be atlem. The most widespread routing mechanism istiséance
sumed absent and how initial contact is established among ¥g€tor Multicast Routing ProtocdDVMRP) [7]. In this al-

FA and the MH, are beyond the scope of this paper. gorithm each router keeps track of the first links in the best
paths to datagrarmources Datagrams arriving from the first
IP MULTICASTING links in the best path to their sources are forwarded through

) . all other links, while all other datagrams are discarded. Thus,
IP multicasting is based on tHeost groupconcept: a dy- yaia4rams are flooded over a tree composed of the best receiver
hamic set of hosts 'de“t'f'eF’ by a single address [5]: ,HOStS %'sender, oreverse paths, with local routers receiving every
join or leavegroups at any tlme, to start or stop receiving dat iroup and forwarding locally only the present ones. DVMRP
grams sent to the group, whlle_: any host can send to a group. | y tracks routes taetworkgo save routing table space, using
deliver datagrams to a dynamic set of receivers we need t0 raCfiance vector routing algorithm. As multicasting is not a re-
group membership and route data to group members. CONCgprad router feature, multicast routers communicate over non-
tually, we can Spl',t the required mechanisms |h1_11::al, such as multicast aware areas by setting up fixednelsamong them,
group membership management and local deliverygiioal,  \,here multicast datagrams are encapsulated inside unicast data-
such as routing from senders towards any interested networks., 1,s at one tunnel endpoint and are decapsulated at the other.
Tunnels arevirtual links, so the collection of multicast aware
Local Mechanisms areas connected by tunnels is a virtual network, known as the
Local group membership is tracked using theernet Group MBone. Datagram delivery scope is limited by thetife to
Management ProtocdlGMP) [5]. Each network supporting IP live (TTL) field, usually interpreted as a hop limit. Since vir-
multicasting designates one router to periodically send queriggl links look like a single hop, multicast routers attach TTL
for group membership in its local area, with attached hosts fresholds to tunnels to limit multicast delivery.
plying with the groups they want to participate in. The router One alternative to DVMRP is thMulticast Open Shortest
then builds a list of groups whose messages should be dfsth First(MOSPF) [11] protocol which uses a link state rout-
tributed locally. The global mechanisms ensure datagram dieg algorithm. In MOSPF routers flood topological information
livery towards the local router for these groups. and group membership lists among them, so that each router has
IGMP and the local delivery architecture were designed witltetailed knowledge of group membership. Datagrams arriving
broadcast based LANs in mind whenative multicasting is at a router are forwarded through all links leading towards the
available. Queries are multicast to an address to which all teaves of a shortest path tree from the sender network to all
ceivers are listening, and membership reports are sent to theeiver networks. As all routers have the same network im-
multicast address for the group reported. The router and otlagie, they compute the same trees. Thus, datagrams are only
group members listen to the group address, so that the roygespagated where needed, in contrast to DVMRP. Another al-
is informed of local group presence and other members sugrnative is theCore Based Tree§CBT) [1] protocol, which
press duplicate reports. Joining a group leads to an unsolicitadploys a single delivery tree for each group centered on an
report which is periodically repeated. If no reports arrive faarbitrarily chosercore router. Local routers that want to re-
some time, the group is assumed absent, so leaving a group dm#ge a group contact its core so that a reverse shortest path tree
not require explicit messages. Group members also send urfsom the core to all receiver networks is built. Datagrams to a
licited reports to speed up delivery when first joining. Thus, fagroup are initially sent towards its core, and when they reach
broadcast LANs one query and one report per group per queaywy router in the tree they are forwarded over all tree links.
ing period are required. Furthermore, since native multicastRouting is normally less efficient than in the other proposals
available, the router simply records the presence of a group asiidce shortest paths are used only on the tree, but a single tree
multicasts any received datagrams. per group simplifies tree management. CBT can employ any
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underlying unicast routing algorithm and makes routing deci- (&
sions without considering the source address of datagrams. A HA;
last proposalProtocol Independent MulticagPIM) [6], com-

bines core based and shortest path trees.

LOCAL MULTICASTING & MOBILE HOSTS . ) .
Fig. 2. (@ Home agent routing: MR delivers the datagrams to;Héd HAy

To co-operate with other routers, each multicast router tracksich run IGMP. HA uses two separate tunnels to Miind MH,, converging
local group membership using IGMP, which was designed ith a tunnel from HA to MH3. (b) Foreign agent roqting: Multicasts are
. . . rwarded to the local multicast router (FA) for appropriate delivery.
complement local delivery mechanisms based on native mu -
cast. If the MHs are attached to the router via point to point
(PtP) links, either the physical ones of cellular telephone net-
works, or the virtual ones (tunne|s) of some proposed Schemh transmissions. Since native multicast saves bandwidth
below, additional state is needed in the router beyond the I#t consumes power at all MHs, a threshold on the ratio of
of present groups: either a list of hosts for each group ord&oup members to total population could be employed to decide
list of groups for each host. As multicast datagrams have &n0ng native multicast and multiple unicast for each group. To
be separately unicast over each PtP link, this state enablests& such a threshold though, detailed membership information
lective local multicast forwarding, instead of forwarding datds required which can be discovered by our join/leave mecha-
grams for all local groups over each bandwidth limited Ptpism but not by standard IGMP.
link. We can employ this state to optimize IGMP by replacing
the query/response mechanism. We propose that membership
should be discovered by using explicit join/leave group mes- MULTICASTING FROM MOBILE HOSTS
sages sent by the MHSs to the router. The router tracks group ) o
membership for each MH by listening to these messages, ag/Nicast IP routing depends only on datagram destinations,
long as the MH remains local. Thus, we replace the periog® MHs can send datagrams from any point of attachment.
ical IGMP reports containing complete membership inform&VMRP and MOSPF however route multicasts based also on
tion with state difference messages, in a variatiorhe@der the network part of a datagram’s source. Specifically, multi-
compressiorf9]. If a MH belongs tor groups during its pres- casts from a MH are expected from the link used to r_each its
ence in the area, standard IGMP exchanges one query,angome network, but, if the MH has moved elsewhere, its data-
responses per query interval, while our scheme only require§fams will arrive from the link used to reach its current loca-
join andn leave messages regardless of membership durati§n- DVMRP drops such datagrams while MOSPF forwards
In addition, the explicit leave messages cause the router to st3gm only towards the leaves of a distribution tree routed at
forwarding multicast datagrams at once, rather than after t#i¢ home network. In both cases, some destinations are not
change is discovered during the next query interval. In termsrgﬁqhed. Since CBT uses source mdepend_ent-d|str|but|o.n trees,
MH battery power, if groups are inactive the MH can switch tiPUting depends only on a datagram’s destination, enabling the
power saving mode without interruptions from IGMP. MH to use normal routing mechanisms.

For broadcast based wireless networks, datagrams have to bEo solve routing problems, we can make multicasts originate
received by all MHs anyway, so native multicasting should geom the current MH'’s network. We cannot use the FA's address
employed to minimize multicast delivery costs. However, stags the source, as replies to multicasts would go to the FA, but
dard IGMP may still be wasteful, as queries will have to b&e could assign a temporary local address to the MH instead.
broadcast regularly even when no multicast receivers exist l6-this case, we would have to deal with the address shortage
cally. Increasing the query interval reduces this managem@;ﬁt}bkéms of the current IP version, and with the misdelivered
overhead but increases delivery overhead due to wasted tragglies to the MH'’s old temporary address after it leaves the
missions after all MHs leave a group. By using our proposéecal network, a problem preventing use of this solution even
join/leave messages instead, we can use the more timely mé@fithe next version of IP. Another approach is to use complete
bership information to minimize delivery overhead. Manageéddresses rather than network addresses for routing. This is
ment overhead is reduced by our method when few MHs arigble for the few multicast areas currently in existence, but
served by a router, group membership changes rarely and M@yentually routing table size will become a problem.
receive distinct groups, while standard IGMP performs better A practical approach is to circumvent routing by tunneling
when these conditions do not hold, where only a few messagmslticasts from the MH to the HA, which then forwards them
are required to complete a query/response cycle. To use earif they had originated locally, so that routers receive them
method, additional state is required at the router, which shodtdm the expected links, as shown in Figureb).(The HAs
be weighed against the potential gains in bandwidth and powelr not need to be multicast routers themselves, and since they
efficiency. must process encapsulated datagrams anyway to support mobil-

A network may even provide both PtP links and broadcaity, they only need to be modified to recognize tunneled multi-
channels intended for common signaling. If the latter hawasts, while the FAs need no modifications. This approach leads
spare capacity, it is possible to use them for native multicast suboptimal triangle routing, as the HA is always used as an
and the standard IGMP algorithm. It is not clear whether thistermediate destination, but from the HA onward the standard
would optimize efficiency, as all MHs would have to receivenulticast algorithms are used.
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MULTICASTING TO MOBILE HOSTS (@

HA1 HA2

Home Agent Routing

A simple approach for multicast reception on MHs is to let
the HA handle routing, by executing IGMP and delivering mul-
ticasts to its MHs as if they were on the home network. When
a MH is not at home, datagrams may be delivered by tunné€lg. 3. Combined routing:a) MH3 first reported group membership to FA

i i i d a tunnel was set up from HAo FA which delivers datagrams locallyb)(
ing them through the FA, with IGMP membership reports frorﬁf]ter MH3 leaves FA's network, the tunnel from HAs torn down, and a new

the MH being unicast to the HA, as shown in Figurea?.60 one is set up from HAwhen another MH reports group membership.
that HA and MH communicate via two virtual PtP links. As

discussed earlier, for PtP links, per MH information must be

kept in the local router (HA), so IGMP can be modified tqor its specific network and enforce local administrative poli-
use explicit join/leave messages, thus optimizing transmissig#igs concerning multicasting when delivery tradeoffs exist. The
over the wireless part of the virtual PtP link. To implementia does not need to support multicasting and tunnel conver-
this scheme we only need to extend a similar proposed mecance is avoided. The drawback of this scheme is that the wire-
nism that tunnels locddroadcastsy encapsulating datagramsess network provider may not want to provide multicasting,
twice: the outer header, addressed to the FA, is striped by the &ifher because it consumes precious bandwidth, or because it is
which delivers locally the encapsulated broadcast, addressegfOexperimental and evolving service. Although the latter is a
the MH. The MH strips the inner header to uncover the broagsasonable concern, the former is self defying, as the MHs can
cast datagram itself. Broadcast tunneling is activated by a ﬂé&vays set up tunnels from their home networks to receive mul-
on the registration messages to the HA. Exactly the same meggasts, thus multiplying overhead. A more practical considera-
anism can be used for multicasts, with a flag indicating that thgp, is ensuring that a MH supports the optimized schemes that
HA should both run IGMP and forward multicasts. a wireless network may employ. For multicast delivery, when
This approach interoperates with existing networks singge wireless network offers both PtP and broadcast links, the
multicast routing is transparent to the FA, while the MH anfta could employ encapsulation to switch to unicast mode when
the HA that need to be modified are generally under the sagsired, so the MH should be prepared to handle this case too.
administrative control. Thus, the MH will receive multicastgor |GMP operation, the choice between normal and join/leave
even on foreign networks that do not support multicasting. Hode can be made at registration time, with the MH indicat-

addition, the modifications needed are minor extensions of gy what it supports and the FA making the choice, so the FA
isting mechanisms. On the other hand, resource utilizationggould be prepared to handle both options.

inefficient even if the IGMP optimizations are employed. First,
suboptimal triangle routing is used. Second, with the virtual Prombined Routing

links datagrams are unicast separately to each MH over mul- hird h " , bi i
tiple tunnels, even when the wireless network supports natiye”* third approach to multicast reception combines tunneling

multicast. Third, multiple tunnels from separate HAs are usd@™ the HA with Ioclal m”ultlcajt service from the FA [‘ll']' Thz
to deliver the same group to a wireless network, leading to the' €xecutes IGMP locally and sets up unique tunnels on de-
tunnel convergence problefA]. Whatever the source of mul- mand for all required groups, originating at the HA of the first

tiple tunnels, duplication occurs at the bandwidth constraindyf! that joined each group, as shown in Figurea.(Thus,
wireless link. global routing is performed by the FA and some HAs together,

while local delivery and management is performed by the FA
) ) only. A HA whose MHSs have all left the foreign network will

Foreign Agent Routing tear down the tunnel and inform the FA, who sets up a new

When the FA supports multicast routing, the existing IP mutunnel after a new membership report arrives, or immediately
ticast model can be used for the wireless network. The FA exgjoin/leave messages are used, as shown in Figu®. 3The
cutes IGMP, receives datagrams, and forwards them to the MHA must be a multicast router, and it must notify the FA before
as shown in Figure 2Zof. Depending on the network, PtP and/otearing down a tunnel, else inactive tunnels will not be distin-
broadcast links may be available, so the earlier discussion frished from disconnected ones.
local multicast applies. Since global multicasting is concernedBesides allowing local optimizations, this model also enables
with forwarding multicasts to complete networks, the FA camulticasting without the FA being a multicast router, as the HAs
hide the home addresses of the MHs. Implementation of tlase responsible for tunneling multicasts to the FA. On the other
scheme is the same as implementation of IP multicast in gdrand, suboptimal triangle routing is used and tunnel manage-
eral, i.e. executing IGMP and arranging for fixed DVMRP tunment overhead is repeatedly incurred when tunnels are set up
nels to the MBone. Actually, any model that separates local aadd torn down. It is unclear how the HA will learn whether
global mechanisms as described above, including MOSPF amy of its MHs require the groups that it is asked to tunnel, and
CBT, can use this scheme to accommodate MHSs, without whether any are still members of this group while the tunnel ex-
curring any additional overhead for multicast management aistls: either the HA would have to trust the separately controlled
delivery. FA, or an extra handshaking protocol will have to be devised to

By separating global from local mechanisms, the FA can enet the HA know of the membership status of its MHs, so that
ploy group management and delivery mechanisms optimizddtailed membership information will have to travel beyond the
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Change | Changed Protocol Delivery | Multicast Local Local
Scale Entities Overhead | Overhead | Routing Operation | Network
Home Agent Minor HA,MH Yes Yes Suboptimal| Suboptimal| Home
Foreign Agent | Minor FA No No Optimal Optimal Foreign
Combined Major | HA,FA,MH Yes No Suboptimal| Optimal Both
TABLE |

COMPARISON OF MULTICAST RECEPTION TECHNIQUES

FA. Finally, since both FA and HA have to be modified to use &2]
non standard protocol for tunnel maintenance, it may be prefer-
able to simply support standard multicast routing at the FA it3)
self.

[4]
Comparison of Approaches

A point summary of the approaches described above for mujs;
ticast reception appears on Table |, examining how easily thd¢]
can be integrated with existing IP mechanisms and how effi-
cient they are. Regarding interoperability, ttéange Scale [7]
and Changed Entitiegriteria show the extent and location of
required host software modifications. Regarding performancég,
Protocol Overheadand Delivery Overheadexamine overhead
beyond the standard IP mechanisrvgjlticast Routingcom- 9]
pares each approach with standard multicast routing,Land [10
cal Operationexamines whether local IGMP and delivery opti-
mizations can be transparently employed. HA routing is easyl#d!
implement transparently as it is limited to hosts under the saeg,
administrative control, but suffers from tunneling and routing
overhead. FA routing requires multicast support at the FA,
but does not involve any other overhead. Combined routing
is harder to implement as it is non standard and stands between
the other two approaches in performance. Liastal Network
shows which network’s limited TTL, i.e. local, multicasts will
be received by the MH, and depends on the host responsible for
local delivery. Considering the foreign network as local enables
the use of multicasting for resource discovery purposes [2].

CONCLUSION

We have discussed IP multicast mechanisms that interoperate
with existing protocols without sacrificing efficiency, by tailor-
ing protocols to wireless network needs. Locally, the join/leave
model can be used whenever the network technology is based
on PtP links. Globally, we should avoid combined routing as it
is closer to the worst rather than the best solutions. As long as
IP multicasting support is limited, home agent routing can be
employed to support multicasting by modifying hosts under the
same control, but as multicasting spreads it will be preferable to
use the more efficient foreign agent routing. By enhancing the
draft IETF mobility standard (based on IMHP [12]) to support
both methods, as well as a means of switching among them, we
can get the best of both worlds at once.
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