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Abstract—We examine the applicability of existing IP multicast On the other hand, the single logical address concept is useful
mechanismsfor Point-to-Point links such as wired and wireless  for resource discovery and automatic host configuration, which
telephone lines. We identify problems such as overhead due 10 5re hecoming more important as host mobility is introduced in
IGMP leave latencyand unnecessary probing of hosts, both im- P [91. All that ide th ¢ f .
portant issues for power constrained mobile hosts and low band- [9]- servers tha prOVI € the same type of service can
width wireless links. We propose alternative mechanisms that pre- share a well-known multicast address so that they can be eas-
serve the IP multicasting model but employ join/leave messages ily located. Finally, group communication based applications,

to track group membership. We describe the implementation re-  sych as dynamic distributed routing, can substitute multicast for
quirements of our mechanisms and compare them to existing ones broadcast or multiple unicasts for efficiency.

with respect to performance, mobile power efficiency, interoper-
ability, robustness and implementation complexity, demonstrating

that the join/leaveapproach is uniformly superior for this environ- The IP multicast extensions basically consist of taive
ment. multicast mechanisms available in broadcast based LANSs, plus
additional mechanisms for wide area multicast distribution over
I. INTRODUCTION backbonePoint-to-Point(PtP) links. Recently however, the use
The traditional modes of communication in computer neff local PtP links has been increasing steadily on the Internet.
works areunicastand broadcast where messages are sent td1any hosts are connected to thémternet Service Provider
one and all hosts in a network, respectivebulticast where (ISP) via a telephone link, that may be either analog or dig-
messages are sent to an arbitrary set of hosts referred to i@k Wireline or wireless. TheAsynchronous Transfer Mode
singleidentifier, can be viewed either as an intermediate ca$éTM) LANs are an example of a PtP link based LAN. Finally,
or as a generalized mode encompassing both unicast and bré@-mobility extensions for IP [9] support local multicast dis-
cast as special cases. Multicast provides the ability to addr&aution usingvirtual PtP links, ortunnels All these local PtP
logical sets of hosts as single entities, thus easing the implBks, whether physical or virtual, are sufficiently different from
mentation of distributed and replicated services. ComparedSigared medium LANs to warrant closer examination of the im-
broadcast, multicast economizes on host and network resoure&ations of transplanting the existing IP multicast mechanisms
by only delivering data to required recipients rather than to & them.
hosts. If multiple unicasts were used to achieve multicast de-
livery semantics, the sender would need to track a potentially|n this paper, we separateodelsfrom mechanismsn or-
huge set of intended recipients, while duplicate data transmfer to identify the problems that emerge when existing mech-
sions would occur wherever paths to separate recipients shaggims are used with local PtP links, and propose alternative
network links. . optimized mechanisms that remain compatible with the IP mul-
On the Internet, thénternet Protocol(IP) joins local area tjcast model. The main problems that we try to solve are over-
networks that employ heterogeneous technologies into a Sigsad due to IGMReave latencyand unnecessary continuous
gle wide area internetwork, providing a common network [ay@fohing of hosts, issues especially important for mobile hosts
service interface to end-to-end layers. [P originally only Sugng wireless links. In Section Il we describe the IP multicast
ported unicast and broadcast, which are either natively Syppdel and its supporting mechanisms, as well as their potential
ported or easily implemented on top of each other on any tyggoplems when used with PtP local distribution. In Section 11|
of network link. Although multicast is harder to implementye examine alternative approaches to these problems and iden-
IPextensions that support it have been developed, leading; a join/leavemechanism as the most promising one. In Sec-
the deployment of thévibone a wide area testbed [6] usedion v we show how our mechanisms can be implemented by
for experimentation with multicast enabled applications. Aunodifying existing multicast implementations. In Section V
dio and video conferencing and distribution applications we{ge evaluate the proposed mechanisms by first examining the
among the early adopters of the MBone, due to multicast's pgarformance of existing and proposed mechanisms, and then
tential for bandwidth savings for multipoint communicationsyiscussing how they compare with respect to mobile power ef-

This research was supported in part by a National Semiconductor Corporatﬂﬂe_ncy’ mteroperablllty, rObUStneSS_and mplementatlon com-
Graduate Fellowship and the UC MICRO program. plexity. We present our conclusions in Section VI.
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Il. IP MULTICAST AND POINT-TO-POINT LOCAL tree) routers. As a result,l@oadcastiree is formed and data-
DISTRIBUTION grams reach all routers. Since each router knows which groups
A. IP Multicast Model are present in its LAN, redundant datagrams are not forwarded

there, thugruncatingthe tree. The latest incarnation of this
X o . echanism, DVMRP v.3 [10], uses the improveéverse Path
trary set of hosts identified by a single, class D, IP address [ﬁulticast [5] algorithm, whichprunestree branches leading to

Group membe_rship is dynamic, i.e. hOSt.S gain or leavea networks that have no members for a group, grafts them

group Zt tan%]tlme. Grour?é]ne?betrs recelv?j ?“ datagrams ek when such members appear. Another mechanism in use is
ressed fo e group, whisnynost can send 1o a group, 15,0 \yticast Open Shortest Path Fir@MOSPF) [8] protocol,

gardless of its membership status. Multicast IP datagram; B5Sed on a link state algorithm. In MOSPF routers flood their

ﬁfembership lists among them, so that each one has complete

tion address. To deliver multicasts to a host group in WIquological information concerning group membership. Using

arean ternetwork, we F‘eed a mechams_m fo track group MeNis state, shortest path multicast distribution trees from each
bership and a mechanism to route multicast datagrams fror§ a

The IP multicast model is based on thest group an arbi-

; L . ource to all destination networks can be computed on demand
sender to all group members, without duplicating traffic. In |

. . o sing Dijkstra’s algorithm.
multicast, these mechanisms are split in two pddsal mech- g g

. S . A radically different approach to multicast routing is there
anisms track group membership within a LAN and deliver muléased Tree§1] (CBT) protocol, which employs aingletree

ticasts to the correct hosts in that network, giabal mecha- for each group, shared among all sources. The tree is rooted at

nisms routfa datagrams bgtween LANS.' Local mechanisms %ﬁparbitrarily chosen multicast router (tbere) and extends to-
be customized to the particular properties of each LAN, as lo rds all LANs containing group members. It is explicitly con-

as they support the common interface over which the glob§'{ ucted from leaf network routers towards the core as group

mechanisms operate, although such customization is not Csmbers appear. Sending to the group is accomplished by
rently done.

. sending towards the core; when the datagram reaches the tree
In each LAN at least one host acts asmalticast router

that k track of local bershin | lticast |td's relayed towards the leaves. Routing is thus a two stage
at keeps track of focal membership in multicast groups aufl,cqqs " and usually sub-optimal as the first stage may propa-
forwards multicasts between the local network and exter

d destinati Multicast deli o local . te datagrams away from their destinations. Traffic with CBT
sources and destinations. Multicast deflvery 1o local recelVeis, yq 1o concentrate on the single tree rather than being spread

and capture of local multicasts_fo_r subsequent for_vvarding Ii.)?(roughout the network. Since no routing mechanism is per-
the router depend on the capabilities of the underlying netwofrgct’ the Protocol Independent MulticagPIM) [3] protocol,

technology, therefore the infqrmation needed withina LAN r_ee'mploys either shared or per source trees, depending on appli-
garding group membership in order to carry out local deliv

. -"'cation requirements. Note that all global schemes route multi-
ery tasks may vary. In contrast, co-operation among muItlcacg
routers with the purpose of delivering multicast datagrams bgé

i tworks is based work ind dent interf Iculations and tables within reasonable limits. Multicasting
Ween NEworks 1S based on a network independent INteriagihin each LAN is a task for the local mechanisms. Protocols
between each LAN and the outside world. Tdy informa-

: . o ) .that construct per source trees, (DVMRP, MOSPF and PIM in
tion needed in order to decide if a multicast should be del'\ﬁl’ense modgg]), also deal with source networks

ered to a target LAN is whether at least one member for its EachAutono,mous SystefAS) on the Internet- may employ
Qestlnatlonllgroup is present tEere. \éVlde arefahr.nU_lt'1f3613t TOHE own multicast routing scheme, necessitating the use of an
Il?g and delivery is t;]aseq on the exc ?nﬁe of this In Or?at'%‘ter-area routing protocol [11]. In addition, networks support-
between routers. Thus, irrespective of the group membersfi |p i iticast may only be connected via multicast unaware
|nformat|on tracked by a multicast router for Ioca_l PUPOSERyters. In this caseynnelsare used, i.e. virtual links between
the interface between local state and global routing is a listyo multicast routers that are composed of a sequence of phys-
of groups present at each local networBased on this com- ical links. Multicast datagrams are relayed between the tunnel

mon interface, alternative mechanisms can be used for W'éiﬁdpoints by being encapsulated within unicast datagrams at

area multicast routing, without affecting local mechanisms, aliwe sending end and decapsulated at the receiving end. The

vice versa. MBone [6] is a virtual network composed of multicast aware
networks bridged by tunnels. Multicast routers may limit multi-

B. Global IP Multicast Mechanisms cast propagation, arcope by only forwarding through tunnels

The original global multicast mechanism used on the MBorftagrams that havéme to Livevalues above a threshold.
was theDistance Vector Multicast Routing Protoq@VMRP).
DVMRP v.1 [4] is a variation ofiruncated Reverse Path Broad-C- Local IP Multicast Mechanisms
cast[5]. Each router uses a separate distribution tree for eachn contrast to global mechanisms, there exists only a single
source sending to a group, so that datagrams from the soubeice for local mechanisms. These mechanisms were devel-
(root) are duplicated only when paths towards destination neped for shared medium broadcast networks, where multicast
works (leaves) diverge. The router identifies the first link odelivery is simple as all hosts can listen to all datagrams and se-
the shortest path from itself to the sourcerésersepath) us- lect the correct ones. For LANs that support multicast as a na-
ing a distance vector algorithm. Datagrams arriving from this/e service (e.g. Ethernet), class D IP addresses can be mapped
link are forwarded towards downstream (with respect to the LAN multicast addresses to filter out redundant multicasts in
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hardware. Software filtering may be employed to substitute bintsrather than authoritative information. Leave messages are
complement hardware filtering. Multicasts with local scope dasufficient to establish group absence and have to be supple-
not require any intervention by the multicast router, while exnented by periodic queries and membership presence timeouts
ternally originating multicasts are relayed to the LAN by thdue to the fact that only a group presence list is kept by the mul-
router if the destination group is present there. The router alscast router. This list is sufficient for supporting delivery deci-
monitors all locally originating multicasts in order to forwardsions for broadcast LANs, trading off bandwidth overhead due
to the outside world those for which receivers exist elsewhete.repeated query/report cycles and leave latencygdfr state
Since the medium is broadcast in nature, the exact numbemobup management at the router. This is an appropriate choice
members for each group does not matter, only the presencdasra LAN with plenty of bandwidth and hosts that may reboot
absence of members counts. As a result, the router keeps intéthout the router noticing. The duration of the query interval
nally only a local group membership list, the same informatios a compromise between management overhead, arguing for
on which global multicast routing is based. long intervals, and delivery overhead after a group disappears,
The Internet Group Management ProtoodGMP) provides arguing for short intervals. Hence the decision in IGMP v.2 to
a mechanism for local group management targeted to broatipport distinct intervals for each query at the price of com-
cast LANSs, i.e. only group presence or absence is tracked. plicating router operations. This scheme is also complex for
IGMP v.1 [2] the multicast router periodically sends a locaénd hosts, which have to continuously listen for queries, set up
guerymessage to a multicast group to which all local multicasandom timers, and suppress or send reports.
receivers listen. Each host, on reception of the query, sched-
ules a reply, oreport, to be sent after a random delay (smallelp. Point-to-Point Local Link Issues

than the query interval), for each group in which it participates. when hosts are connected to multicast routers via Point-to-
Reports are sent to the address of the reported group, so tgint links, some IGMP assumptions do not hold any more.
the first report sent will suppress the rest. The random delaygile bandwidth may be plentiful in ATM LANSs, hosts con-
before replying spread the scheduled report transmissionsrg@ted to the Internet via telephone lines are bandwidth lim-
that usually only one report is sent. The multicast router mornjed, especially when these links are wireless. Mobile hosts
tors all multicast addresses and updates its membership listigfve additional battery power and processing constraints that
ter receiving each report. If no reports are received for a prgrge for simplified local mechanisms and minimal transmission
viously reported group after a number of queries, the groupdgerhead. Another case of a PtP link is the tunnel used by Mo-
removed from the membership list. Each host when joiningiale IP [9] to connect a mobile host to the Internet via tunneling
group sends a number of unsolicited reports to regoicela-  of datagrams from aagentin its homenetwork. When a mul-
tency i.e. the time between a host joining the group and thRast router is not present on the network visited by a mobile
router starting multicast propagation towards the host. Hos{gst, local multicast mechanisms are employed over the tun-
do not take any explicit action when leaving a group, as growg| by having the home agent act as the multicast router [12].
presence will time out eventually. Thus, IGMP operation and multicast delivery is carried out over
In IGMP v.1 after the last member of a group leaves it, datghis virtual PtP link, that includes at least one wireless link, ei-
grams for the group are still forwarded to the LAN until itgsher broadcast or unicast based. Scarce bandwidth and battery
membership times out, thus wasting bandwidth. The time bgower favor local mechanisms that minimize or eliminate leave
tween these two events is called thave latencyTo reduce it, latency and group management overhead. IGMP v.2 reduces
in IGMP v.2 [7] a host sendslaavemessage when abandoningeave latency overhead compared to IGMP v.1, but does not
a group if it was thdast host to send a membership report fogliminate it, while it introduces additional group management
that group. This implies that each host must maintain per grooperhead. In addition, the periodic queries prohibit mobile
state showing if it was the last group member to send a repadsts from usingleep modéo conserve battery power when
for that group or not. If this host was the last member of theo multicast traffic is present.
group, it must have sent the last report, so the leave messag@/e can fortunately avoid these problems of the query/report
means that the group is absent. However, since this last repagchanism on PtP links, based on the key observation that since
may have suppressed others, the multicast router must exptinty one host resides at each endpoint of the link, group pres-
itly probe for group members by sending@up specifiquery ence or absence on a PtP link is equivalent to this single host
to trigger membership reports only for the group in question. lieing or not being a member of a group. This means that both
can then assume the group absent only if no reports arrive jain and leave messages can be interpreted unambiguously as
ter a number of such queries. IGMP v.2 queries include a tinrelications of group presence and absence, respectively, and pe-
interval within which reports must be sent; general queries ugedic queries are not needed to detect group absence. The mul-
a long interval for effective randomization of periodic reportgjcast router does not need to maintain additional data structures
while group specific queries may use a short interval to spegdexploit this property of PtP links, and it can easily aggregate
up group status detection. membership lists across many PtP links in order to present the
The basic periodic query/report mechanism has two drawnage of a single LAN to the outside world. Multicast delivery
backs: it transmits the same information periodically, and fitom the router to end hosts is trivial, and the same holds for the
wastes bandwidth due to leave latency. While join latency éapture of multicasts from end hosts that the router may need to
avoided by unsolicited reports, the IGMP v.2 leave messadesward towards other networks. To complete the emulation of
reduce but do not eliminate leave latency, since they are omyroadcast LAN by a PtP LAN, the only additional task for the



4 PUBLISHED IN: COMPUTER COMMUNICATIONS, VOLUME 21, NUMBER 18, 1998, PP. 1645-1654

multicast router is to deliver locally originating multicasts to alvork with this approach, since they only employ local informa-
other local PtP links where the destination group is present. tion for routing and they never use broadcasts. Regardless of
routing protocol however, extending global mechanisms to lo-
cal PtP links violates the IP distinction between internetwork-
ing and local networking. Local mechanisms should be used to
A. Extending Existing Mechanisms address issues at a network characterized by common physical
Existing IP multicast implementations treat each interface 8tributes so that possible optimizations can be taken advantage
a multicast router, including each attached local PtP link, as @ rather than forcing internetwork mechanisms over local net-
entry point to a LAN (note the distinction betweeackbone works that are ill suited to them.
andlocal PtP links). The router executes a separate instance
of the IGMP protocol for each local PtP link, complete witt3. The Join/Leave Mechanism
timers and membership lists. In DVMRP v.1 each multicast Group membership reports are always sufficient to indicate
reaches all routers, which use their membership lists to detgroup presence on both broadcast and PtP links, while leave
mine which local links should receive the datagram. Routingessages are always sufficient to indicate group absence on PtP
protocols that limit multicast propagation to routers that actlinks only. Thus, periodic group membership queries and their
ally have group members in their LANs, such as MOSPF am@companying reports can be replaced on PtP linksibyand
DVMRP, require routers to summarize membership informgavemessages: the leave message obviates the need to peri-
tion across their local links to avoid routing explosion. This isdically reconfirm membership, while the join message imme-
especially important for routers serving large numbers of slaiately indicates group presence. General queries, which serve
PtP telephone links. As the number of PtP links grows, eas synchronization points for the random timers in broadcast
ecuting multiple IGMP instances and periodically aggregatingANs, are redundant for PtP links, and so are the group spe-
information for wide area routing imposes a significant processific queries of IGMP v.2. Since IP only promises best ef-
ing burden. Since per PtP link membership lists are requirésit delivery, existing IGMP implementations maintain their
to avoid relaying redundant multicasts ol links, per link membership lists asoft statethat is refreshed by the periodic
IGMP operation and membership list aggregation are unavowgliery/report cycles. Thieard stateprovided by the join/leave
able. messages can be made equally robust by having the router ac-
One approach to mitigating these problems is to review thkeowledge them and the end hosts retransmit them if an ac-
design assumptions of the broadcast LAN based IGMP and kiyowledgment does not appear before a timer expires. Mobile
to make PtP specific improvements. IGMP v.2 leave messagestunnels which are even more unreliable due to their wire-
are not authoritative indications of group absence in broadctsss links, provide additional motivation for using confirmed
LANS, so the router has to send group specific queries to defin/leave messages. The join/leave mechanism is similar to
mine group status, and these queries must be repeated to giakd multicast group membership is tracked in IP multicast over
against IP datagram losses. In a broadcast based LAN, if WEM, but rather than a necessity, here it is an optimization. Itis
group is not absent these messages are wasted. Increasing lg@sed on the observation that in PtP links the periodic queries
eral query intervals to balance this potential overhead has ri¢sult in end hosts repeatedly transmitting tleeimplete state
limits, as group absena@nnotbe noticed via leave messageThe join/leave messages instead transmit ostate difference
in some (admittedly rare) cases, where general queries are th€he join/leave mechanism completely eliminates local join
only way to determine group status. In contrast to broadcasid leave latencies. Since there are no waiting periods for group
LANSs, leave messages over PtP lirdeg authoritative: the sin- timeouts, overhead from redundant local multicast transmis-
gle host connected to the link determines group status. Furthgibns is avoided. Similarly, periodic queries and reports are also
more, this single host is always the one that sent the last repalininated so that group management overhead is also reduced.
for the group, and therefore it will always send a leave messdbiee join/leave mechanism is end host initiated, with changes
on abandoning the group. Even though this means that leawenembership state being transmitted as they occur rather than
messages are always sufficient for determining group absepeeiodically. As a result, mobile wireless hosts only have to
on PtP links, IGMP still goes through its periodical general andlake up when there are multicasts for them or their mem-
group specific query/report cycles. bership status changes, not periodically due to router queries.
An alternative approach would be to treat local PtP links tliEhere is no need for periodic per group timer management
same as backbone PtP links by turning each end host into a mialhandle membership reports, although per join/leave event
ticast router. Although multicast routing was designed for Ptitners are now required for the retransmission of lost join/leave
links, extending wide area routing to end hosts is impracticalessages. The multicast router, apart from avoiding periodic
due to scalability problems. DVMRP v.1 would broadcast atjueries, is basically unaffected. It must update its member-
multicast datagrams to each end host due to the lack of trighip lists when join and leave messages arrive rather than pe-
cation. DVMRP v.3 starts in broadcast mode and periodicalfiodically. It can also immediately aggregate group information
reverts to it, before pruning the distribution trees, so it wouldcross all local PtP links (see below), in order to present to other
encounter similar problems. MOSPF would face routing tabteuters the image of a single local network. More timely aggre-
explosion since each router would have to keep track of eyation of group membership information contributes to more
ery end host's group membership. Only protocols employirgfficient wide area multicast routing: groups new to a network
shared trees (such as CBT or PIMdparse mod¢3]) could may be propagated faster to their local recipients, while groups

[1l. SUPPORTINGPOINT-TO-POINT NETWORKS
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that disappear from a network may stop being forwarded thermnd trip delay is also an issue with Mobile IP itself [9], thus

earlier. the mechanism employed there can be reused. Note that timer
value estimation with join/leave is a host issue that does not in-

IV. IMPLEMENTATION ISSUES FOR THEJOIN/LEAVE fluence the multicast router, in contrast to the query/report case
MECHANISM where timer values are selected by the router, which faces sim-

In order to facilitate comparisons between our approach at@f Problems to the ones discussed above when tunneling is
existing mechanisms, we will describe here a possible implévolved.
mentation of the proposed join/leave local multicast mecha-On the router side, query timers, general queries and group
nisms. To clarify both differences and similarities between tif@ecific queries, are all eliminated. Actually, with join/leave
join/leave and query/report schemes, we present a sample ¢ routerneverinitiates any message exchanges, it only ac-
plementation as a set of modifications to existing query/repdstowledges join/leave messages as they arrive. Updating per
implementations. We assume that the network layer multicaétk membership lists is simple: add the group after a join mes-
process is notified whenever the state of the PtP link changgéage, delete it after a leave message. When acknowledgments
either due to the peer rebooting or due thamdoffin a cellu- are lost, duplicate join/leave messages may be received by the
lar network. Since there are only two endpoints on a PtP linfeuter, which are distinguished by the fact that they do not
changes on the peer’s state will normally be noticed somewh&gve any effect on the link membership list. Only when new
between the physical and the network layer, and a notificatitstin/leave messages arrive that cause the router to modify the
should be sent to the multicast process. In the case of faggresponding link membership list, is there a need to update
alarms, i.e. when the state change does not really influence i@ aggregate router membership list. One simple method of
network layer, our mechanisms still operate correctly, at the exggregate list management is to use reference counts for each
pense of some group management overhead. group entry, updating them based on the join and leave actions

Multicast transmission between hosts and the router uses that modify the per link lists. If a new group on a link is not
same primitives as unicasts, so the router automatically recei@sthe aggregate list, it is added and its reference count is set to
all multicasts originating at the host. The router must maintafin€, while new joins on other links cause the reference count to
per link group membership lists in order to deliver both locallpe increased. Conversely, leave actions that modify a per link
and externally originated multicasts only to group members, Higit cause the reference count to be decreased, and the group to
this state is already kept by the existing mechanisms which trégt deleted when the reference count drops to zero. With this
each PtP link as a separate interface with its own group mefgheme both per list and aggregate group membership lists are
bership list. At an end host, as processes join and leave muiiways updated immediately.
cast groups, the host updates a reference count for membershiphe join/leave messages can employ the same format as
in each group, so that it can notify the multicast process whegsisting IGMP messages, with new type numbers, since all
group is initially joined or finally abandoned. In contrast to exexisting IGMP messages contain the group address field that
isting mechanisms, these notifications cause the transmissiofoéit/leave messages use. For static networks, both multicast
acknowledged join and leave messages, i.e. the host retransheitger and hosts would use the same IGMP variant, so existing
the messages if no reply arrives after a timeout, and thereforassages could be reusedport and leavg unambiguously.
timer must be kept for each as yet unacknowledged messagenobile wireless networks however, visiting hosts and routers
These acknowledgments and retransmissions compensatenfay not all employ the join/leave mechanism, so some negotia-
the automatic recovery from lost messages provided by the péiens are needed to establish a common mode of operation. All
odic queries and reports in existing mechanisms. Since a legystems should minimally implement the standard query/report
message cancels a previous join message for the same grougghanism. Since with join/leave routers do not initiate any
we only need to keep track of one timer per group (when régansactions, a mobile host could initiate operations by sending
quired) and an indication of whether a join or a leave messagdiew type join message for an arbitrary group: if the router
is to be retransmitted. With existing mechanisms hosts insteagknowledges the message, the join/leave mechanism is sup-
have to periodically set and reset one random timer for eap@rted, and the host can then leave the group, else, if after
group that they belong to. Hosts also do not need to remefnhumber of retransmissions there is no response, the mobile
ber if they sent the last membership report to the router, astiast should fall back to query/report. The router should start in
IGMP v.2. Since with join/leave group management consists @fiery/report mode, and switch to join/leave mode fepacific
isolated rather than periodic actions, in periods of network iftP link only after receiving a new type join.
activity battery powered hosts can employ sleep mode withoutWhen an end host reboots, the router should clear its link
interruptions by periodic IGMP queries. membership list, and the host re-establish its state as its appli-

One issue for the join/leave mechanism is choosing timeaedtions are restarted. When the router reboots, the host should
values for retransmissions. For physical PtP links, the rounetransmit a join for each of the groups it participates in to re-
trip transmission delay is known and relatively static, althougdstablish the correct link membership list on the router. For
queuing delays within the router and the end host influence toobile hosts, when a handoff is detected, the host should act as
tal delay. The problem is more complicated with virtual PtH its router was rebooted, and re-establish its state on its new
links such as Mobile IP tunnels, where delay is unpredictableuter, while the router previously serving the mobile should
due to the arbitrary tunnel length, and also varies due to dgmpty its membership list as if the end host was rebooted. Thus,
namic routing and host mobility. However, estimation of tunndihk state changes are treated the same whether they result from
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a reboot or a handoff. If a mobile host employs Mobile Ifh the join/leave model foany period of time costs four mes-
tunnels for multicast delivery, handoffs are ignored as long aages: a join, a leave, and their acknowledgments, equal to the
the host uses its home agent as its multicast router, with hamdimber of reports that are sent for a group after four queries are
off/reboot processing triggered only when the mobile switchesceived. There is no cost for leaving a group in IGMP v.1 as
between home agent to local multicast routing. The home ageetection of group absence is automatic. In practice, IGMP v.1
would notice such a change and also act as if the mobile hbsists send a few unsolicited reports on joining a group to re-
was rebooted, during the Mobile Ifegistrationphase. Note duce join latency, thus tipping the balance in favor of join/leave
that we assumed earlier that the multicast processes on betkn for shorter time intervals. IGMP v.2 also supports leave
ends are somehow notified of reboot/handoff events. When thessages and group specific queries, that normally have to be
notifications are false alarms, the state is re-established, tihegeated for robustness. Leave messages always appear on PtP

wasting some bandwidth. links since the single host is always the last sender of mem-
bership reports foall groups. As a result, IGMP v.2 (which
V. EVALUATION OF THE JOIN/LEAVE MECHANISM improves on IGMP v.1 in terms of leave latency overhead) bal-
A. Performance Analysis ances the four control messages of join/leafr only two

We can compare quantitatively the performance of the vafUery intervals since the host sends two periodic reports, one
ous group membership management mechanisms describel¢@ye message, and the router sends one group specific query.
this paper by calculating their overhead, i.e. the bandwidfus, protocol message overhead for join/leave is usually lower
that is used beyond that for the multicast data that group meffian that for IGMP, even under the most favorable (for IGMP)
bers wish to receive. The first source of overhead is reduparameters, while leave latency overhead is always lower.
dant multicasts transmitted by the router during lis@ve la- ~ For a concrete performance analysis, we will show the ex-
tencyperiod of each mechanism, that is, after a host has lefagt overhead incurred when the two IGMP versions and our
group and before the router stops forwarding its datagramsj@j/leave mechanism are employed in a very general setting.
it. The second source of overhead is the group managemEgt simplicity, we assume that no protocol messages are lost,
messages that are required for the mechanism’s operation.angl that all IGMP and join/leave messages are 256 bits long
IGMP v.1 the balance between group management and le@¥ethe link (20 bytes for the IP header, 8 bytes for the IGMP
latency incurred overhead is determined by the query intervaRyload, and 4 bytes for link layer overhead). To compute the
small intervals waste more bandwidth for control, but redustverhead for each mechanism, we need a set of values for the
leave latency, and vice versa. In IGMP v.2 leave latency tigners and counters of the IGMP variants; we use the values
reduced due to the leave messages, but additional group sgrecified in the draft specification for IGMP v.2 [7] for both
cific queries are employed. In PtP links leave messages nefgtocols. The specification requires all IGMP hosts to send
cause unnecessary overhead as they are always authoritative, unsolicited reports on joining a group, and then reply to
even though IGMP v.2 does not exploit that fact. Leave laten@griodic queries that are sent every 125 seconds. In IGMP v.1
is also reduced due to the short group specific query interval®group is assumed absent after 350 seconds (two query inter-
IGMP v.2. Note that the same query interval values are usedls plus 100 seconds), so assuming that a host leaves a group
for all groups, i.e. it is not possible to adjust the intervals bas€dactly halfway between two reports (spaced on average ev-
on a specific group’s traffic. The join/leave mechanism corffy 125 seconds), the leave latency for IGMP v.1 is 287.5 sec-
pletely eliminates leave latency, so in terms of overhead dueadds. In IGMP v.2 a leave message is always sent and the router
redundant multicast transmissions itisvayssuperior to both sends two group specific queries (every 1 second) and waits for
query/report mechanisms, when no messages are lost. WhgRore second before assuming the group absent, so the leave
messages are lost, all mechanisms recover after additional m@tgncy is 3 seconds. For the join/leave mechanism we always
sages, but while join/leave can use tight timers that only a@eed one acknowledged join and one acknowledged leave mes-
count for round trip and processing delay, query intervals mugige per group.
be large enough to make randomization effective in suppressFigures 1, 2 and 3 show the combined protocol and leave la-
ing duplicate reports, even though this is not needed for Pghcy overhead for one multicast group, as a percentage of the
links. As a result, the join/leave mechanism recovers fast@onstant) data rate of the group. The overhead as a percent-
from losses, remaining superior to the query/report mechanisage is computed by dividing overhead by the data rate only.
in terms of leave latency overhead. Overhead is shown for group membership durations between 1

Group management overhead, as measured by the numbenwfute and 100 minutes to capture the effect of different group
control messages exchanged, is somewhat more complicatedmbership dynamics. Since the unsolicited IGMP reports are
Query/report mechanisms require exactly one report for eagfiaced 10 seconds apart, and any leave latency overhead is in-
group that the host belongs to (for PtP links), but leavany curred regardless of membership duration, the overhead calcu-
number of groups during the same interval leadalt@roups lations are valid for the entire membership duration range. The
being deleted when their membership timers expire. Assuminglticast data rates under examination range from 1 bps to 100
that control messages are never lost and that a host belongkhps: the lower limit could be the data rate of a messaging
many groups (so that we can ignore the cost of the single queryvery low rate information service, while the upper limit is
per interval), the join/leave mechanism is superior to IGMP wdithin the reach of digital wireline telephone links. We have
whenmembership to any group lasts for more than four congnored the impact of query messages on overhead, since it is
secutive intervals The reason is that membership to a groupnly about 2 bps which would be significant only for a tiny area
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Fig. 1. Overhead as a percentage of data rate for IGMP v.1

IGMP v.2 Performance
Overhead (percent)

10000 ¢
1000 ¢
100 f
10k

1k
0.1F
0.01f

1

Data Rate (bps) 100000 100 Membership Duration (minutes)

Fig. 2. Overhead as a percentage of data rate for IGMP v.2
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of our data rate range and it is amortized among all groups. Alleases indefinitely.
scales are logarithmic in order to expose details at both ends ofn Figure 5 we have fixed the membership duration at 10 min-
each parameter range. The graphs and the discussion thatditds, while the data rate varies from 1 bps to 100 Kbps. For this
lows actually characterize the behavior of the mechanisms faoderate membership duration interval, IGMP v.1 overhead is
wider parameter ranges, but we believe that these ranges amsiderable over all data rates, since its significant leave la-
quately exhibit all relevant performance issues. tency overhead is not amortized. Interestingly, IGMP v.2 per-
From Figure 1 itis clear that in IGMP v.1 leave latency oveforms worse than IGMP v.1 for very low data rates, since its
head is the dominant factor, due to its long duration of 287|8ave messages and group specific queries consume much more
seconds, which is only somewhat amortized over large membleandwidth than multicast traffic, dominating even the leave la-
ship periods. On the other hand, group management overhedelixy overhead of IGMP v.1. As the data rate is increased, the
only important for very low data rates, and has a marked effemntrol overhead is dominated by leave latency overhead, which
on total overhead only when the membership duration is largeproportional to the data rate (for a fixed membership dura-
enough to reduce the effects of leave latency. Apart from thien), so both IGMP versions converge to constant overhead
unsolicited reports sent on joining a group, the protocol ovenates (a high rate for IGMP v.1 and a low rate for IGMP v.2).
head of IGMP v.1 is static over any membership duration, doin/leave only causes a fixed number of control messages to be
one report per query interval. IGMP v.2 adds to this overheaent, so its overhead percentage again decreases indefinitely.
its three messages on leaving a group (one leave and two group
specific queries), so its management overhead follows a simi- . )
lar curve to that of IGMP v.1, as shown in Figure 2. Since it Qualitative Analysis
leave latency is only 3 seconds though, this part of the overheadince the join/leave mechanism is host initiated, as opposed
is quite small even for short membership durations, making tke the router initiated query/report mechanisms, battery pow-
overhead curves flatter than those of IGMP v.1 as the data raterisd mobile hosts can employ sleep mode when there is no traf-
increased, and the effect of control overhead more pronoundidof interest to them. They only have to wake up in order to
for small data rates. Since join/leave incurs no leave latenpyocess join/leave messages generated by their applications and
overhead at all, the surface depicted in Figure 3 is completehulticasts that their applications have asked for, not to reply to
flat. The fixed control overhead of 4 messages is amortized vefpyeries by the group management protocol. Since the multi-
fast, either due to longer membership duration or due to highetst router has more accurate information about their member-
data rates. For the operating parameters of the IGMP mechhip status, no power is wasted receiving redundant multicasts
nisms used in the graphs, join/leave outperforms IGMP v.2 f@gquivalently, the leave latency period is eliminated). Further-
any membership duration and data rate, as IGMP v.2 sendshadre, since the join/leave mechanism is considerably simpler in
least 5 messages (2 unsolicited reports, one leave, two grapgration than the standard mechanisms, due to a lack of ran-
specific queries), regardless of leave latency. IGMP v.1 hosts@bm timers and a simplified protocol state machine, its process-
ways send 2 unsolicited reports on joining a group, so join/leairgy requirements are lower, which is more important for battery
with its fixed cost (4 messages or 1024 bits) outperforms it powered hosts. As an aside, added accuracy in tracking local
two general cases: first, when membership lasts for at ¢esst group membership can also be beneficial by reducing multicast
query interval (one report and at least 287 redundant bits duaffic among routers.
ing the leave latency period are sent), and second, when the datiateroperability among different IGMP versions can be
rate is 2 bps or more (i.e. 574 or more bits are sent during thehieved by using the simple procedures described earlier that
leave latency period). provide for automatic discovery and use of the best mechanism
As the preceding analysis shows, join/leave outperforms bathpported by both peers at every link, with a fallback to sub-
versions of IGMP for the vast majority of membership durasptimal mechanisms for compatibility. Routers using join/leave
tions and data rates considered. Figures 4 and 5 show the menhehanisms for their local PtP links can seamlessly participate
anisms compared to each other when we fix the data rate anditheiide area multicast routing based on the information main-
membership duration, respectively, at a representative valtened on their present groups list, the standard interface be-
Essentially, these are cross sections of the surfaces shown inttieen local and global multicast mechanisms. An improvement
previous figures, with one of the two parameters held constaver existing IGMP mechanisms is the simple and fast aggre-
while the other one varies as before, and all other assumptigadion of all PtP link information into a single list, as if a single
remaining the same. In Figure 4 we have fixed the data ratel&N interface was supported by the router. Deployment of the
100 bps, while the membership duration interval varies fromjain/leave mechanism should be direct in networks where all
to 100 minutes. Even for this low data rate, the leave latenbpsts and routers are under the same administrative control, as
overhead incurred by IGMP v.1 is dominant at short membeaH systems can be upgraded transparently to the rest of the In-
ship durations. By reducing this overhead, IGMP v.2 is closernet. For wireless mobile networks where hosts and routers
to, but worse than, join/leave at this end of the range. As meemploying different IGMP versions may be encountered, both
bership duration grows, leave latency overhead is amortizegrsions should be implemented in a common module to ensure
and the dominant cost for either IGMP mechanism is the pleackwards compatibility. Since all mechanisms share the same
riodic control overhead, so they tend to converge towards tHata structures, dual implementations should not be consider-
same overhead rate. In contrast, join/leave only causes a figddy larger than existing ones, placing only minor additional
number of control messages to be sent, so its overhead ratesierage requirements on hosts. Finally, the join/leave mecha-
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Fig. 3. Overhead as a percentage of data rate for Join/Leave
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Fig. 4. Comparison of overhead as a percentage of data rate when data rate is 100 bps

nism explicitly caters for and co-operates better with Mobile IBr lost reports, while in the join/leave case leave actions are au-

tunnels and in general with host mobility and handoffs. thoritative. Since the protocol caters for peer reboots and hand-
Robustness in join/leave is achieved by using acknowleddg¥fs, group membership state recovery in these cases is faster

ments, while in query/report mechanisms it is provided by th&s join/leave messages are initiated by the end host as soon as

periodic queries. An advantage of the join/leave mechanismpigssible, rather than as replies to router queries.

that explicit acknowledgments to join messages are a positiveThe sample implementation that was described earlier is

indication to hosts that they are indeed members of a grodgased on what is already implemented for existing mechanisms,

while in the query/report case a host cannot distinguish betwestrowing that join/leave mechanisms are easy to add and deploy.

normal group inactivity and lost reports. Conversely, absengbe only significant addition over IGMP is the initial hand-

of reports to periodic queries may mean either group absersteking phase used to discover the protocol mechanisms sup-
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Fig. 5. Comparison of overhead as a percentage of data rate when membership duration is 10 minutes

ported by the peer. In most aspects, including timer manage-battery powered mobiles employing cellular telephone links,
ment, mapping process events to protocol messages, and noap-proposal offers clear and significant advantages.

ping protocol messages to state updates, the join/leave mech-

anism either considerably simplifies existing mechanisms, as
with timers, or completely eliminates them, as with group spep;
cific queries. A pure join/leave implementation could be devel-
oped by deleting code from existing query/report implementa-
tions and adding join/leave handling and retransmission timer
resulting not only in easier code maintenance and further de-
velopment, but also in improved performance. Even when muh]
tiple protocol variants are implemented for compatibility, only
the faster join/leave code would be executed when supported By
both peers.
(6]
VI. CONCLUSION .
We have presented some problems that existing impleme%-
tations of the IP multicast extensions face when deployed if8l
networks with Point-to-Point (PtP) local links, such as Wire-[9
line or wireless telephone lines, and identified as their cause]
the orientation of local IP multicast group management mecﬁ—l]
anisms towards broadcast LANs. After considering various al-
ternatives, we proposed jain/leave mechanism for tracking
group membership over PtP networks. We then presented[%?r]l
implementation outline for this mechanism based on modifi-
cations to existing mechanism implementations, showing that
join/leave considerably simplifies operations. We also com-
pared the join/leave approach with the standard query/report
approach with regard to protocol performance, as measured
by transmission overhead, mobile power efficiency, interoper-
ability with existing protocols, robustness and implementation
complexity. Based on this comparison we draw the conclusion
that the join/leave mechanism is superior to existing ones for
any type of PtP link, while being easy to implement and de-
ploy. When bandwidth and processing power are limited, as
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