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Abstract—This paper explores the problems associated with the interactions arises in video conferencing ([81], [14]). In ad-
multicasting of continuous media to support multimedia group ap-  dition, groupware ([29]) and computer-supported cooperative-
plications. The interaction between multicasting and the delivery work ([42]) applications, which naturally fit into the multicast

of multiple time-correlated continuous-media streams with real- del b d ffective b | fi di d
time delay requirements poses various new and interesting prob- model, can beé made more enective by Incorporating audio an

lems in research on communication protocols and architectures. Video capabilities.

We describe these problems, and identify where the opportuni- Efficient lticasting is a fund tal i for th
ties are for effective solutions, all in the context of providing an Icient multicasting 1S a tTundamental ISsue for the success

overview of the current state of research in multimedia multicas- Of group applications. While in the past it has been regarded as
ting. The issues we discuss include quality of service, resourcea feature of limited use, often provided only as an afterthought,

reservations, routing, error and traffic control, heterogeneity, and it is now recognized as a very desirable service ([62], [74])
the use of hierarchical coding and open-loop control techniques. 4, emerging high-speed networks. Since a major market for
the emerging Broadband Integrated Services Digital Network
(B-ISDN) is expected to be selective video distribution ([87],
o . . [89]), with selective multicasting taking the place of indiscrim-
One of the ways communication can be characterized is i e proadcasting so as to reduce the waste of resources caused
the number of receivers targeted by a sender. Traditional €Oy transmitting too many channels to a limited number of re-

munication modes have been one-to-oneioicast and one- cqiers; the interaction between multimedia and multicasting is
to-all or broadcast Among these two extremes we fimoul- ¢ special importance.

ticast, the targeting of a single data stream to a select set of
receivers, which may or may not include the seddélulticast ~ In this paper, we give an overview of the issues arising
is actua”y a genera”zation of both and a unifying Communfrom the interaction of multicasting and multimedia commu-
cation mode. This model of communication supports applicBications, and we present some proposed solutions in perspec-
tions where data and control are partitioned over multiple aldve. Since multicasting and multimedia are by themselves im-
tors, such as updates to replicated databases, contacting orfeogeNt research topics, we do not attempt to cover each in de-
a group of distributed servers, and interprocess communicatiéfl. Instead, we focus on the sub-topics whose interactions
among cooperating processes. pose additional problems to the designer. We also show that
Multimediaapplications communicate using a collection ofhere are often special-case solutions that are of great impor-
information formats, such as text and graphics, which can E#ce in this context. The problem at hand can be summarized
classified asliscreteor time-independent media, and audio ands the efficient transmission of large volumes of multiple time-
video, which can be classified esntinuousor time-dependent correlated delay-sensitive streams of continuous media, to a dy-
media. Sound and moving images are natural forms of comnft@mic group of destinations, using a packet-switched network.

nicatiqn between humans; thus,.support for continuous m?dial'he remainder of the paper is organized as follows: Sec-
is an important goal for enhancing the scope of communicgsp, || discusses the nature and needs of applications commu-
tions applications. The proliferation of cost-effective audio a’}qcating continuous media over a packet network, giving an
video hardware for existing workstations, increasingly provideg|,erview of continuous media characteristics, required network
as standard equipment, along with the availability of high-spegflsnort and, lastly, a presentation of hierarchical coding tech-
networks providing the necessary bandwidth for continuougigues. Section 1l presents the general problems related to
mgdlg communications, is expected to esFabllsh multimedia FRulticasting in a packet network, such as group dynamics, rout-
plications as standard tools for collaboration. ing support, dealing with feedback control and hardware sup-

Since multimedia enhances the abilities of computer-ba grt for multicasting. Section IV brings multimedia and multi-
communication in supporting human collaboration, it shoulthgiing together, discussing host and network heterogeneity, re-
be expected that such applications can greatly benefit from g ce reservations, and extending the previous discussions on
use of multicast capabilities. A canonical example of sugling and feedback control in this context. Finally, in Sect. V.

1if the sender must be a member of the group, the group is cald W€ give an overview of the protocols that have been designed
otherwise, it isopen Here we deal with the more general case of open groupt0 support multimedia and multicasting on the Internet.

I. INTRODUCTION
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1. CONTINUOUS-MEDIA APPLICATIONS AND PACKET applications. In addition, it increases memory requirements
NETWORKS for buffering, which may be a problem ([33]) considering the

In this section, we first examine the nature of applicatiorf’é“ou_nt of dat_a m_volved, even for very short tlme p_erlods. .
using digital audio and video streams and then proceed to showVhile applications expecting nearly real-time interaction,
how the characteristics of continuous media impose requitiith delays practically imperceptible by humans, are more
ments for the underlying communications network. Traditiorf/l€nging, non-interactive applicatiénshat maintain the
ally, audio and video were carried by circuit-switched networkg1aracteristic of interleaved reception and playback pose in-
with fixed bandwidth allocations and constant transmission -fef“”g problems. For Instance, video d'S'f”bu“On_ base‘_’ on
lays, while packet-switched networks were developed to Jhe “TV model expects relat|v§Iy infrequent interactions Wl_th
commodate data sources with bursty traffic, ignoring timing id?€ human viewer (e.g. changing the channel); video distribu-
sues. The change of paradigm to that of integrated networf8" Pased on the “VCR” model will include interactions due

transporting all forms of information using a packet networl® US€r commands to control information flow (e.g. slow mo-

raises many issues for packet-network technology. We focif§?) and expect them to take effect immediately (by human
action-time standards). In both cases, synchronization is re-

on those aspects of continuous media that have implications i) )
multicasting as well. quired between sender and receiver that depends not only on

transmission events but also on simultaneous playback events
at the receiving end.
A. Audio and video streams To take into account and exploit the different characteristics
A distinguishing feature of audio and video is thelume of continuous-media applications, and more precisely of their
of data required for a typical stream, especially compared fi@edia components, we can classify them into two generic cate-
the text and graphics streams traditionally carried on paclaaries ([19]):
networks. CD-quality audio, uncompressed television-quality 1) Intolerant orrigid, requiring performance guarantees, ei-
video, and HDTV-quality (high-definition television) video, re- ther absolute or statistical ones, which have to be some-
quire rates measured in Mb/s (megabits per second), hundreds how provided by the network. In return for network
of Mb/s, and Gb/s, respectively. Compression, particularly for  provided guarantees, these applications produce constant
video streams ([43]), can significantly reduce the bandwidth  quality output.
of a combined (television-quality) video and audio stream to 2) Tolerant oradaptive which expect a consistent quality-
1.5 Mb/s using MPEG-1 ([39]), while for applications with of-service at any point in time, but can adjust their oper-
more modest quality requirements, like video-conferencing, the  ation to adapt to changes in the actual quality-of-service
bandwidth can drop to between 64 and 384 Kb/s ([64]). Con-  provided, presumably in exchange for lower transmission
sidering that these applications may require the simultaneous costs. These applications are able to gracefully adapt
transmission of multiple data streams, the aggregate data rates their output quality depending on the quality-of-service
are high enough to make resource considerations important, provided by the network.
even though transmission bandwidth is constantly increasigthe first case, the network has to arrange in advance for pro-
in new-generation networks and buffer-memory costs are drofding the required service guarantees under any circumstances,
ping. which may only be possible through explicit resource reserva-
The second aspect that is relevant here is that many autigms ([103]). In the second case, the applications themselves
and video applications ar@teractive in the sense that datawill dynamically adapt to service degradations ([12]), with the
reception is interleaved with playback of the associated megistwork only undertaking to provide a minimum level of ser-
streams, rather than playback following reception completiovice quality which will improve when traffic conditions allow
This implies a requirement for the provision of bound#&t it to. The non-guaranteebest effortservice provided by con-
lays between sender and receiver. In fact, for audio and videectionless internetworks today properly completes the spec-
to be effectively used in these situations, i.e. without forcingum of possible service models when added to the two dis-
the communicating parties to modify their behavior from thajussed above ([19]). Best effort service was designed for time-
of face-to-face communication, such delays are expected toihgependent information streams such as file transfer and elec-
small. Studies have determined that a certain amount of deteynic mail, and will not be further considered in this paper.
is imperceptible or, at least tolerable by humans; various guide-
Iigr:zes sg this tolerance to between 40 and 600 milliseconds ([E]; Packet-network support
[ ,A]’ggrol]))lém related to bounding the maximum transmission 1he traditional transmission medium for continuous-media
delay is that of bounding the delay variance, usually c4itest applications has been a.CIrCUIt-SWItCheq netwo_rk with a f|>.<e.d—
in this context. For most continuous-media streams, informgl@nnel data rate, carrying an analog signal with no provision
tion must be presented at regular intervals to avoid distractiffj €ror control, thus delivering output whose quality varies de-
the human user, thus there is a needifra-media synchro- pendmg_on mstan_tane(_)us signal information _content and chan-
nization ([11]). Jitter is usually smoothed out at the receivef€! quality. The first video coders were designed to output a
by buffering and delaying the playback time of received datgonstant bit rat CBR) stream to match this fixed bandwidth,

Although this |mpr0ves playback_ quality, it mcreasgs the t9'2As perceived by users, since peer applications may interact without user
tal delay experienced at the receiver, a problem for interactiwesrvention.
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disregarding any information redundancy inherent in the emission, considered essential for most existing data commu-
coded media. Digitization of audio and video streams howewgication applications, is commonly implemented by adding
opens up the possibility of employing compression techniquesor-detection information to transmitted streams and retrans-
that minimize bandwidth requirements by exploiting medianitting any lost or corrupted data. The delay requirements
intrinsic and human-perception properties ([43]), thus producf continuous-media applications may not permit retransmis-
ing a constant quality butariable bit rate(VBR) ([72]) digital sions, especially for long-delay transcontinental or satellite
stream. This makes packet switching the desired mode of niatks. Thus, the issue now is the actual error rate for the end-
work transport due to the advantages of statistical multiplete-end transport mechanisms employed and how it can best be
ing which can realize large economies of scale by supportidgalt with. Since audio and video streams are less sensitive
constant-quality rather than constant-bandwidth service.  to errors than other data streams, with the perceived reception
Traditional methods for distributing continuous media conguality depending heavily on the encoding and compression
bine all of the media components (audio and video) in a sischemes employed as well as on the channel characteristics,
gle composite wide stream. It is possible to mimic this behawne approach for error control is to rely on increasing transmis-
ior in a packet-switched environment by appending audio dat@n overhead by including error-correction rather than error-
to video frames ([63]). With this approach, synchronizatiodletection information. For continuous-media streams that can
among continuous-media streamsjmier-media synchroniza- withstand limited data loss, it is more efficient to consider the
tion ([11]), is greatly facilitated as each frame is a synchretror and delay requirements swftreal-time ones, e.g. to pro-
nization point. However, this approach prevents us from treatide statistical delay guarantees, such as a given percentile of
ing each media component in the most appropriate way duripgckets or bits received correctly within a delay bound ([32],
transmission. By transmitting each type of media (and goifg4], [102]). Note that in this case delayed or corrupted data
further, substreams of each media type) independently, not oalg equally useless to the application, but their loss is not dis-
is media-specific treatment allowed, but there is also the pote@strous, in contrast to traditional data streams where loss is to
tial for diminishing the effects of communication problems. Fdre avoided and delay is irrelevant. Depending on the model
instance, congestion can be controlled by employing a prototbét is chosen for defining the application’s quality-of-service
supporting priorities (based on the type of information transequirements, several approaches have been proposed for actu-
ferred on each stream), that drops the least-important packetly, guaranteeing them ([60], [102]).
rather than arbitrary ones, thus maximizing perceived receptionAn issue that has been long debated is the choice between
quality. Such schemes have been proposed for B-ISDN netnnection-oriented and connectionless services. In many
works using ATM (asynchronous transfer mode) ([28]). Singeacket networks the connectionless approach has been selected
degradation of video quality can be tolerated to a greater der the network layer, with information traveling in datagrams,
gree than audio degradation, such a congestion-control schesimee this stateless model seems to better fit the bursty nature of
can choose to drop video packets first. This can be taken fthe traffic and is also more resilient with respect to network re-
ther by using hierarchical coding (see Sect. II-C) and similaronfigurations that lead to routing changes. Additional seman-
prioritizing the media substreams. tics are added, if required, on the transport layer service, by us-
The drawback of treating each stream separately is that mwss an appropriate protocol. However, to support the real-time
packet networks do not explicitly take into account any timingervice guarantees that continuous-media applications need, it
relations among separate transported streams. Thus, additionay be required to reserve resources or make other advance
protocol mechanisms have to be provided to achieve intarrangements before media transmission starts. The relatively
media synchronization before playback and appropriate symgh cost for such set-up coupled with the long life of such com-
chronization information will have to accompany each streamunication sessions in terms of packets transferred seems to fit
([78]). Inter-media synchronization requirements can be quitennection-oriented models better. Naturally, in connection-
stringent. For example, video and audio of a person speakiented networks, such advance preparations can be supported
ing (lip synchronization) must be presented within 80 millisedirectly by the network layer.
onds of each other to be unnoticeable ([88]). In contrast, syn-In order to provide service guarantees to continuous-media
chronization between time-dependent (audio/video) and timgpplications, it may be necessary to depart from the best-effort
independent (text/graphics) media is considerably less crigervice provided in many networks. This service is a direct
cal, with differences between 250 and 500 milliseconds amoognsequence of the fact that every packet presented to the net-
streams being acceptable for most applications ([88]). As a kgerk boundaries is admitted without regard to the impact it
sult, the delay and jitter caused by packet switching will have thay have on the congestion and quality-of-service that existing
be accordingly bounded for each separate stream. In contrashinections are experiencing. To keep the quality-of-service at
with composite media streams, such synchronization overhehd level that these applications have bargained for, admission-
is avoided and delay and jitter have to be bounded for a singlentrol mechanisms will have to be introduced that first deter-
stream only. mine the effects that a new session will have on the existing
Many techniques commonly used in packet network protones and then admit the new traffic only if the impact is not
cols are based on the assumption that data communicatiomégative ([19], [92], [28]). Note that routing decisions, resource
not especially delay-sensitive but is highly error-sensitive. Thigservations, and admission decisions are interrelated, since the
assumption does not hold for the real-time, high volume, imetwork may be able to support a request by making appropri-
teractive traffic discussed above. For instance, error-free traage reservations over some routes only. Again, these consid-
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erations argue in favor of adopting some form of connectiosuggesting a strategy of transmitting these streams with stricter
establishment scheme, where routing may be fixed in advangearantees than the ones for the remaining streams.
along with resource reservations. However, as many exist-The benefits derived from the independence of the streams
ing connectionless networks use dynamic routing, an effectigeovided by hierarchical coding must be weighed against two
compromise is to maintaigoft state which is periodically up- factors. First, separate compression of parts of the signals can
dated to adapt to changing session requirements and netwloekess efficient (in terms of space reduction) than compression
conditions, rather thahard state that remains fixed after theof the complete signal. Second, there are performance penalties
initial set-up, as in a static connection scheme. for splitting the signal into components and later reconstructing
During data transfer, traffic-policing mechanisms may have since hardware and software support is still inadequate for
to be used to ensure that applications behave as promised wliiB purpose. Since some international compression standards,
regard to the data traffic they produce ([19], [102]). In adsuch as JPEG ([98]) and MPEG-2 ([93]), support hierarchical
dition, traffic-shaping mechanisms can help regulate the dateding, this problem may be less important in the future as ven-
transmission so that sensitive data meet their deadlines withdots are pressed to upgrade their system software.
overrunning the receivers’ abilities (flow control) and tempo-
rary overload situations in the network are dealt with gracefully ||
(congestion control).

M ULTICAST SUPPORT IN PACKET NETWORKS

While multicasting is increasingly recognized as a valuable
C. Hierarchical coding for continuous media service for packet networks, many existing architectures still
. ) ) . do not support it directly. A variety of methods for providing

Hierarchical coding techniques, also referred to as layeredQfqp, 5 service are under examination, from both theoretical and
sub-band coding, split a continuous-media signal into COMpgynerimental standpoints. In this section we look at the main
nents of varying importance ([56], [41]). The original signasg es in multicasting such as group dynamics, routing support
may be reconstructed by aggregating all these components, Qi taadback control, and discuss some of the proposed ap-
even proper (but specific) subsets of these components can 3 hes. Since space does not permit a more detailed expo-
proximate it well. A simple form of hierarchical coding maygjtion of all issues relevant to multicasting, the reader can also
decompose a video frame into a low-resolution component Qe 15 specialized surveys ([38]), research compilations ([2]),
taining one quarter of the pixels and a high-resolution Corg; sart from detailed bibliographies ([16]). Here we try to limit
ponent containing the remaining ones. A receiver that only,r scope to the issues that are most relevant for continuous-
chooses to (or has to) use a presentation window one quafRlyia communications.
of the sender’s size, may_av0|d using the h|gh-re§olut|o_n COM-g nnort for multicasting may exist at the physical and data-
ponent, and can reduce its resource needs by discarding it |ayers. Many shared-medium networks such as Ethernet
even better, by not receiving it. Thus, with h|erarch|cally—codebqupport the option of broadcasting and multicasting packets,
streams, the receivers can allocate resources based on theirQH‘@support the corresponding addressing mechanisms. How-
specifications and priorities without interacting with the SOUrCRyer. processors are often required to perform extra processing
This has importantimplications when hosts or networks are hgfpen receiving a multicast packet. For example, many Ethernet
erogeneous and even more so when multicasting is employgghroliers only support partial-address filtering ([51]). When
For long-term allocations, this may be done in advance so thgfitches are used in point-to-point networks, we would like
the sender can avoid sending the extraneous streams. TempE-pardware to automatically recognize multicast addresses
rary resource slhortag'es, vyhether MemOry Or Processing OSsych and transmit multicast packets through multiple links
can be dealt with by ignoring some streams, without any €xgnving packets on the fly, as required. ATM switch designs
pI|C|t negotle_ltlons with the sender_, and by dynam!cally degraﬂ-%], [104]) increasingly support parallel transmission of mul-
ing the quality of the presented signal. Thg receiver may evifsst cells over multiple links in hardware, increasing peak
manipulate these streams before presentation in ways not a'EWthhing speeds. The emphasis placed on high-speed network

ipated by the sender ([65)). switches to support multicasting ([50], [30], [61], [96]) could
Hierarchical coding can be exploited to the benefit of the Nk .ance morepg)onventional ha?d\(/\[/ar(]a’. (301, [61]. [96)

work infrastructure itself. For high-speed networks, significant

congestion-control problems may arise due to the statistical ) i i

multiplexing of highly bursty signals ([92], [28]). Solutions that™ Multicast groups and their dynamics

avoid reserving resources at peak transmission rates depend orhe difference between multicasting and separately unicas-
shedding load quickly by dropping some traffic without cauging data to several destinations is best captured byhtist

ing avalanches of retransmissions. With hierarchically-codgtoupmodel: a host group is a set of network entities sharing a
continuous media, the less important signal components, as demmon identifying multicast address, all receiving (tradition-
termined by the applications, can be dropped to relieve congadly, via best-effort service) any data packets addressed to this
tion without causing retransmissions, leading to degradatiomsilticast address by senders that may or may not be members
in quality-of-service but not service interruption. Many proef the group and have no knowledge of the group’s membership
posed congestion-control techniques rely on this feature ([28]17]). This definition implies that the behavior of the group

as a last resort. Another relevant aspect of hierarchical cod:-

ing is that i h the basic | lution | i Fven though MPEG-1 ([39]) was not designed with hierarchical coding in
Ing IS that In some schemes the basic low-resolution layers d, MPEG-1 streams can be split in prioritized components and treated ac-

are essential for signal continuity are highly compressible, thtsdingly ([73], [3]).
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over time is unrestricted in multiple dimensions; it may havis orthogonal to the problem of what the total costs are, a ques-
local (LAN) or global (WAN) membership, be transient or pertion also arising in the unicast case. Whether these costs are
sistent in time, and have constant or varying membership. Frarsed for pricing or for informational purposes, they are a pri-
the sender’s point of view, this model reduces the multicast semary incentive to use multicasting.
vice interface to a unicast one. This implies that the network Traditional unicast-routing decisions intend to minimize
software is accordingly burdened with the task of managing th@nsmission costs or delay (depending on the interpretation
multicasts in a manner transparent to the users. From the raftthe metric used), using shortest-path algorithms, with the
work designer’s point of view, this extra work is expected t®ijkstra ([26]) and Bellman-Ford ([7], [37]) algorithms being
result in a more efficient usage of resources. This is the ptivo common cases. These algorithms find optimal routes be-
mary motive for network providers to support multicasting itween one node (the sender) aaltl other nodes in the net-
the first place. work (including all receivers). Thus, a straightforward solution
These goals for multicast service impose specific requing- the multicast routing problem can be based onshertest
ments for the network implementation. First, there must bepath treesproduced by these algorithms and pruning off any
means for routing packets from a sender to all group membéxganches that do not lead to any receivers in the group.
whenever the destination address of a packet is a multicast onén Fig. 1, we show a multicast tree within a sample graph
which implies that the network must locate all members of theken from ([58]). The edge labels denote (cost,delay). The
relevant group and make routing arrangements. Second, sitree is obtained by combining the separate optiouat paths
group membership is dynamic, the network must also contiftem the sender to each of the receivers. The total co2t,is
uously track current membership during a session’s lifetimghe average delay &75 and the maximum delay isunits. In
which can range from a short to a very long period of time=ig. 2, the multicast tree is obtained by combining the separate
Tracking is required both to start forwarding data to new growgptimal delay paths from the sender to each of the receivers.
members and for stopping the wasteful transmission of pack@tse total cost is32, the average delay & and the maximum
to destinations that have left the group. Both tasks must be caglay is3 units.
ried out without assistance from the sending entity as defined byAlthough details vary according to the base algorithm ([71],
the host-group model. The dynamic nature of multicast grouf%2]), there are some observations that generally apply. On the
has important implications for multicast routing. up side, these algorithms are easy to implement, as direct ex-
Another set of issues is concerned with extending the feegnsions of existing ones, and thus fast to deploy. Addition-
back mechanisms employed by unicast-oriented protocolsaily, each path is optimal by definition, regardless of changes
deal with flow, congestion and error control. Transport-layéf group membership, and this optimality comes essentially for
protocols such as TCP (see Sect. V) adapt their behavior gee since shortest paths need to be computed for unicast routing
cording to the prevailing network conditions at any given poiris well. On the down side, these algorithms suffer from poor
in time by measuring loss rates as experienced by receivesgalability. Even though they are not affected by membership
especially in networks based on best-effort service. Transpaliramics, as paths are pairwise independent, they are affected
layer protocol behavior is based on end-to-end exchangespgfnetwork dynamics, i.e. link failures and network reconfigu-
reports that describe reception statistics; these are then uggibns that can cause them to frequently repeat routing calcu-
by the sending side to estimate the network conditions afdions. For large internetworks with widely dispersed groups,
modify its behavior accordingly. When extending these proteither the scale of the network or continuous network changes
cols for multicasting, there is the possibility fgfledback implo- will restrict use of these algorithms to subnetworks that already
sionwhen many receivers send such reports towards the seng&s their unicasting counterparts, with a higher-level routing
([20]), thus swamping the network and the source with coprotocol ([90]) forwarding data among these subnetwdrks.
trol information. Apart from the obvious scalability problems Cost optimization in multicasting can be viewed from an-
of such schemes, there is also the issue of how to adapt #iger angle: overall cost optimization for the distribution tree.
sender’s behavior when conflicting reports arrive from the varihe shortest path algorithms concentrate on pairwise optimiza-
ous receivers and how to deal with a changing receiver populians between the source and each destination and only con-

tion in a dynamic environment. serve resources as a side effect, when paths converge. We can
instead try to build a tree that exploits link sharing as much as
B. Multicast routing possible, and by duplicating packets only when paths diverge,

The basic means of conserving resources via multicastingménimize total distribution cost, even at the expense of serv-
sharing: instead of transmitting packets from a sender to edbg Some receivers over longer paths. What we need is a tree
receiver separately, we can arrange for routes that share séh# reaches all receivers and may use any additional network
links to carry each packet only once. We can picture a mulfiodes on the way. This is equivalent to tBiner tregprob-
cast route as a tree rooted at the sender with a receiver at dggh Where a cost-labeled graph and a set of nodesStetiaer
leaf, and possibly some receivers on internal nodes. The tigints are given and we want a minimal-cost tree connecting all
can be designed so as to maximize shared links and thus nfteiner points, consisting of the sender and the receivers ([45]).
imize resource consumption. An interesting problem arisig Fig. 3, we see one of the many possitinermulticast
from resource sharing in multicasting is how to split the total, _ , N _ .
distributi h . h Il 4Similar problems (e.g. processing complexity for Dijkstra and instability

'St_” ution costs amo”g the receivers, _Or ow to a OC<’:_1te_ th)? Bellman-Ford) have also forced unicast-routing algorithms to relgien
savings compared to using separate unicasts ([49]). This isatical routingtechniques for large networks.
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© Receiver

(CHY)

Fig. 1. The multicast tree obtained by combining the separate optiosal Fig. 3. A Steinermulticast tree for this graph
paths from the sender to each of the receivers

D Both approaches discussed above suffer from an inability to
© Receiver maintain their measure of optimality in a large and dynamic net-
work. Approaches for extending these algorithms to deal with
changes in group membership without complete tree reconfig-
urations include extending an existing tree in the cheapest way
possible to support a new group member and pruning the redun-
dant branches of the tree when a group member departs ([1],
[99]). The quality of the trees after several local modifications
of this sort will deteriorate over time, eventually leading to a
need for global tree reconfiguration.

A different approach to the routing problem opts for a solu-
tion in realistic settings by adopting the practical goal of finding
good rather than optimal trees that can also be easily main-
tained. The departure point for this approach is teater-
based treg([97]), which is an optimal-cost tree that, instead
of being rooted at the sender, is rooted at the topological center
of the receivers. Even though such a tree may not be optimal
for any one sender, it can be proven to be an adequate approx-
, ) imation for all of them together. The implication is that one
trees for thls_graph. For this ”‘?e* the total _Cosms the av- basic tree can serve as a common infrastructure for all senders.
erage_delay IS 75 _ar_1d _the_ maximum delay ”39”“5- _Note Thus, maintenance of the tree is greatly simplified and nodes on
how simple cost minimization can lead to significant increasgs, oo need only maintain state for ateredtree rather than
n delay.. ] . many source-rooted trees. Since this method has been devel-

Despite the fact that this problem is NP-complete ([40]), aRyped for broadcasting rather than multicasting, the theoretical
proximation algorithms exist W|th_ proven constant _"VorSt'Ca%’vestigation ([97]) does not hold when we prune the broadcast
bounds ([80], [59]). Implementations of such algorithms haygees 1o get multicast ones. In addition, the topological center
been shown to produce low-cost multicast trees with very gogg ihe tree, apart from being hard to findill not even be of
average behavior ([97_], [99], [55]). As an example, trees bujlise in a dynamic multicasting environment.
with the KMB heuristic ([59]) have at most twice the cost of practical proposals for multicast routing abandon the con-
Steiner trees, while simulations of realistic network topologi€gete optimality claims discussed above, but keep the basic idea
have shown their cost to be within 5% of the optimum ([27]yt having a single shared multicast tree for all senders to a
The advantage of this approach is its overall optimality withq 5 This is a departure from approaches that build one tree
respect to a single cost metric, such as transmission cost. Hg¥-aach sender. Routing is then performed by defining one or
ever, the disadyantages are also important: the algorit'hm ”eﬁQﬁecore([G]) or rendez-vou§23]) points to serve as the basis
to run in _add|t|0n to the unicast algorithms, and it will |tseh‘for tree construction and adding branches by separately rout-
have scaling problems for large networks. Furthermore, opfiiy nackets optimally (in the unicast sense) from the senders to
mality is generally lost after group membership changes afithse fixed points and then from there to the receivers. Again,
network reconfigurations if the tree is not recomputed fromye4ing of paths is exploited whenever possible, but it is not an

scratch. Thus, Steiner tree algorithms are best suited to statiggicit goal of the routing calculations. Instead, because of the
slowly changing environments since changes lead to expensive

recalculations to regain optimality. 5The problem is NP-complete ([6]).

@ Sender

Fig. 2. The multicast tree obtained by combining the separate opdietay
paths from the sender to each of the receivers
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concentration of paths around the fixed points, common paths D Sender and

are expected to arise. © Receiver
As an example, in Fig. 4 we showamre based tre€[6]), @ Sender only

with nodeH as the core and optimdklaypaths from the core (5,1

to each receiver (this ismember-centered optimal-deltge). C

All highlighted links exceptF’H are part of a common tree
shared by all possible senders. SenHeunicasts its data to-
wards the core again via an optintadlaypath, using linkF' H.
The total cost i29. The average delay frorf is 3.5 and the
maximum delay i$5. Using againH as the core, if we try to

©
F
minimize cost the resulting core tree is identical to the tree in (2,1)
Fig. 3 (this is amember-centered cost-optintate). All high- OAZ)
A

lighted links excepf’A and A F in that figure are shared among (10,1) ©
all possible senders, aridunicasts its data towards the core via
a_‘n optimalcostpath, using I'_nkSFA a”qAE-_ Th? delay met- Fig. 4. A core-based treavith node H as the core and optimalelay paths
rics from F' are the same with those given in Fig. 3 as packetsm the core to each receiver (this isrember-centered optimal-delage)
do not have to reach the core to be re-routed: multicasting starts
when the path from the sender first encounters the shared tree.
In that figure, for sendeF’ this point is nodeA. are usually left to higher-layer protocols that are better equipped
A single shared multicast tree is not optimal in any strigh deal with them.
sensésince no attempt is made to find the topological center of grror control ensures that packets transmitted by the sender
the tree, both due to its computational cost and the limited lifgre received correctly at the other end. Packets may be received
time of any topological center for a dynamic environment. Bugorrupted (detected by error-detection codes) or they may be
the advantages of shared multicast trees are numerous. Firgés(detected by missing packet-sequence numbeis) con-
shared tree for the whole group means that this approach scalgsassures that the sender does not swamp the receiver with
well in terms of maintenance costs as the number of sendersdata that cannot be consumed in timmngestion controdleals
creases. Second, the trees can be made quite efficient by clevgjain with the problem of insufficient resources, but this time
choice of the fixed points. Third, routing is performed indepefgn the network switches between sender and receiver. Although
dently for each sender and receiver, with entering and departjsigckets are dropped when they cannot be processed in an inter-
receivers influencing only their own path to the fixed points gfediate node, in many networks this loss can be detected only
the single shared tree, employing any underlying mechanigi the receiver, resulting in confusion between errors and con-
available for unicast routing. This last property means that ngfestion (lost versus dropped packets). While flow control is
work and group membership dynamics can be dealt with witBrearly an end-to-end issue, error control and congestion con-
out global recalculations and by using available mechanismsyo| depend on network status and thus they can be dealt with
In practice, these multicast algorithms are expected to Usigher at the network layer or addressed at the higher layers on
the underlying unicast algorithms, but are independent of thegh end-to-end basis.
Interoperability with different unicast schemes, coupled with | the unicast case, lost or corrupted packets are retransmitted
the scalability of the shared trees, make these algorithms idggked on feedback received from the network or the receiver.
for use on very large-scale heterogeneous networks. The fixgflen packets are multicast, simple feedback schemes face the
points can also be selected so as to facilitdézarchical rout- feedback-implosion problem ([20]): all receivers respond with
ing for very large internetworks, further enhancing scalabilitytatys information, swamping the sender with possibly conflict-

properties. ing reports. Ideally, senders would like to deal with the multi-
cast group as a whole and not on an individual receiver basis,
C. Feedback control following the host-group model. However, the sender cannot

Whether a network provides a simple connectionless servig@ply treat all receivers identically, because this would lead to
or a complicated connection-oriented unicast service, geneither ignoring the retransmission requests of some receivers,
izing it for multicasting is not trivial. Flow, congestion, andor to wasting resources by retransmitting to all of them.
error control depend on feedback to the sender, according toSince there is no evident solution that satisfies all require-
network and receiver-triggered events. For simple network s&tents, several approaches exist emphasizing different goals.
vices, no such information is provided by the network itselffhe simplest approach of all is to ignore the problem at the
but instead higher-layer protocols must exchange end-to-gifwork layer and provide a best-effort connectionless ser-
reports. With more complex network-service models, some ¥£e. Delegating the resolution of transmission problems to the
these problems, such as error control, may be dealt with intBigher layers may be an adequate solution in many cases, since

nally in the network, while other problems, such as flow contrdhey may have additional information about the application re-
quirements and thus can implement more appropriate mecha-

6 i ; . . . .
We examine the costs and tradeoffs in Sect. IV-C. nisms than what is possible at this layer. In Sect. IV-D we
7Actually, there is still a tree emanating from each sender, but all these tre

S . . g . .
merge near the fixed points and the distribution mesh is common from there(ﬁtjc’cu_sS how this applies specifically to continuous-media ap-
to the receivers. plications.
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A second solution sacrifices the host-group model’s simplitargeted to recovery of lost messages is to let all receivers and
ity by keeping per-receiver state during multicasts. After transenders cooperate in handling losses ([36]), thus extending the
mitting a multicast packet, the sender waits until a stable statender-oriented model ([79]). When receivers discover a loss,
is reached before sending the next one. For flow control, thigey multicast a retransmission request, angonethat has that
slows down the sender enough so as not to swamp the slowasssage can multicast it again. To avoid feedback implosion,
receiver. For error control, retransmissions are made until Hiese requests and replies are sent after a fixed delay based on
receivers receive the data. This may not be possible even after distance from the source of the message or the source of
multiple retransmissions, so the sender may have to treat saifme request respectively, plus a (bounded) randomized delay.
receivers as special, i.e. by removing them from the group. REae result is that most duplicate requests and replies are sup-
transmissions may be multicast when many receivers lose tiressed by the reception of the first multicasts. By varying
initial packet, or unicast when few do. Since feedback impléhe random-delay intervals, the desired balance among recov-
sion is always a possibility, all such schemes shouldnggm- ery delay and duplicates can be achieved. In contrast to hierar-
tive rather tharpositive acknowledgmentse. send responseschical schemes, since location-independent multicasts are used,
when problems occur rather than confirming that packets amely group members participate but recovery cannot be local-
received correctly and in time. In a negative acknowledgmeized without additional mechanisms.
scheme, some responsibilities are moved to the receivers, comA fourth solution tries to minimize the need for feedback by
plicating their operation. However, additional opportunitiesking preventive rather than corrective action. For error con-
arise, such as multicasting the negative acknowledgementsrtd, this is achieved by using forward error-correction (FEC)
all receivers after random periods of time to minimize the numather than simple error-detection codes ([85], [9]). For flow
ber of negative acknowledgements returned to the sender ([79)d congestion control, this is achieved by reserving resources

Nevertheless, distributing such overhead to all receiveisst before transmission starts ([103]) so that both receivers and
rather than performing everything at the sender can leadittermediate network nodes are able to support the sender’s data
higher throughput rates. However, the scalability of sudlate. The motivation for these approaches is that they are better
schemes is doubtful, even for very reliable links and rare cotitan doing nothing, but simple enough to be implemented ef-
gestion or overflow problems. The problem is that the send&iently. FEC only requires some processing and transmission
is still the control center, and as the number of group mermverhead and no additional mechanisms in the network ([3]).
bers grows, receivers and network paths become more hetdResource reservation on the other hand needs additional con-
geneous. With these essentially symmetric schemes, the sertioemechanisms to set up a session (and often, to maintain it
provided to a group member is the lowest common denomirguring the session’s lifetime). However, these costs will be a
tor, which may be the slowest or most overloaded receiver, gmall fraction of the total costs (in the case of FEC) and only
the slowest or most congested network link. Sophisticated apfrequently incurred (in the case of reservations), compared
proaches exist that follow these general directions ([66], [155) other complex feedback mechanisms. The combination of
but their complexity and inefficiency makes them appropriatgror correction and reservations may be an adequate solution
only for applications that require very high reliability and unito the expected problems created by the statistical multiplex-
form member treatment ([68]). Note that such reliable solutiofirsg of highly-bursty high-bandwidth signals, even though these
can be implemented as transport services ([82]) over a simpbechanisms are not expected to be both completely reliable and

connectionless network service ([4]). efficient in resource usage.
A third solution is to distribute the feedback control mech-
anism over the entire multicast tree, and follow a hierarchi- IV. MULTICASTING CONTINUOUS MEDIA

cal scheme. A receiver's feedback need not propagate all theh

way to the sender. Instead, intermediate nodes may either re-lt_ i telv. in thi " ine the |
spond directly or merge the feedback from many downstredfif!'t'casting separately, in this section we examine the 1SSues

receivers to a summary message and then recursively propaﬁf ng from their combination. Here, we emphasize issues

aving considered the problems of continuous media and

it upwards. In this case, feedback implosion is avoided in ter ych as dealing .W'th heFerogenelty an_d resource reservations
of messages, but the problem of dealing with possibly confli at bfecome particularly important in this context. In addition,
ing requests remains. If the added complexity of making Ioc&iher Issues, such as rgutmg and feedbgck gontrol, take on hew
decisions on each network node (not only group members) nensions when multimedia and _mu|t|cast|ng are cor_nplned,
acceptable, we can narrow down the impact of problems to S&g'gh both novel problems and special-case solutions arising.

cific parts of the tree, relieving the sender from dealing with

individual receivers. Since the current trend in networks is # Host and network heterogeneity

minimize node complexity, it seems that the hierarchical ap-Heterogeneity in WANs has been an issue for a long time:

proach will be used either for simple protocols that only suntest-effort services are one result of supporting the lowest com-

marize information forwarded to the sendeat for more com-  mon denominator among widely different network switches and

plex protocols that are activated only infrequently during a séffnks. For continuous media we would like to offer enhanced

sion ([103]). end-to-end services, for example guaranteed delay and jitter
A non-hierarchical method for distributed feedback COﬂtr(ﬂoundS, by emp|0ying whatever mechanisms are available at
80f course, these protocols must still address the problem of how to sumrﬁgCh switch.  Since it is questionable whether the available

rize the feedback in a meaningful way. mechanisms will converge in the future, a more viable approach
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is to substitutea requested service by an existing one that ap- Resource reservations

proximates it as closely as possible ([86]). The end-to-end serResgurce reservation can occur at the receivers or at the net-
vice resulting from appropriate combinations of the heterog@mrk switches. Since failure to make adequate resource reser-
neous services offered along a distribution path can be a mygiions at the receiver, as required by the sender’s traffic pro-
more satisfactory approximation to the required service th@p, simply leads to receiver overflow, such reservations are not
what would result from using a common but inferior local sety girect concern of the network service. However, in this case
vice everywhere. Enhanced local services may be able not of{y-control mechanisms may have to be employed, which are
to provide local guarantees, but also to offset the shortcomingicult to scale for multicasting, and even more so when con-
(inadequate or nonexistent guarantees) of local services in othglious media is transmitted. We would expect then the re-
path links ([86]). ceivers to allocate sufficient resources in advance in order to

With multicasting, heterogeneity problems are aggravated@¢id or minimize flow-control problems.
simple paths are turned into trees and, in addition to switchesOn the other hand, resource reservations at the network
hosts within a group can also differ. Since continuous meditches will be needed if any service guarantees are to be pro-
imposes heavy demands on both networks and hosts, it is lik¥iged. The exact nature of these reservations will differ ac-
that not everyone will be able to receive all of a sender’s traff@rding to the required service guarantees and the approach
due to link, switch, or host limitations. This argues in favor ofeken towards satisfying them ([60]), so resource reservation
hierarchical-coding approaches so that receivers can choos@l@ld transmission paths could be viewed as a subset of general
get only those parts of the media that they can use ([84], [78:})/_vitch-state establishment mechanisms ([103]) These mech-
This approach to dealing with heterogeneity can, in many cas@gisms are employed during connection establishment along
be an adequate solution for the problems posedidsed-loop With admission control to check for admissibility, and if pos-
feedback-based flow and congestion control, since it matctfle, set up a transmission path. They can also be used during
FEC in beingopen-loop and as such it does not require contintransmission to alter a connection’s reservations. An alternative
uous feedback from the receivers, nor any extra actions on tRe'eserving resources for an indefinite period of time during
part of the sender. connection establishment is to makdvancereservations for
a future connection with a given lifetime ([35]). This allows
. . g re sessions to be admitted (due to their deterministic timing)
for ea_ch med_lz_a type can coexist (.[54].)' This |s_a!ready a Prong also permits negative responses for reservation requests to
!em wnh tre}dlt|onal datq commumcanons, but it is more of aPa dealt with more gracefully.
ISsue with images, audio and V'd.e 0. Such prqblems are typ'We are narrowing the general problem of switch-state estab-
ically agidresseq at the presen'tatlon layer, wh|ch can prOV'ﬁj%ment to resource reservations here, since for the high band-
tra_nslatlor_1 SEIVICesS at three points: at the transmitter, at the width and low delay needs of continuous media, transmission
ceiver, or |ns_|de the network. In_the_ latter case, format_convet%aeed, switch capacity, and buffer memory will probably all
ers are required to be deployed |n§|de the network. This May|\5€in short supply. Adaptive schemes have been proposed to be
an adequate ap_proach for converting protocols or te?<t encodweg%d in place of resource reservations ([12]) to solve the conges-
among largely independent network areas by placing the CQi5n problems that occasionally arise from statistical multiplex-

verters in the gateways, but it is not suitable when the terminzﬂl1 in a packet network. These schemes are very well suited

themselves can use different encodings within the same aredi e needs of adaptive applications, such as low-cost video

where translation capabilities will be required at practically e‘(:'onferencing, but they are inherently inadequate for rigid ap-

ery switch. _Thus, it is more realistic to move the tr"’mSl"’lt'ol%ications that require more stringent guarantees, such as com-
procedures n the hosts thgmselves. In unicasting, tran§lat Brcial video distribution. Thus, adaptive schemes should be
can be effectively done at either the sender or at the receiver i ved as either supplementary solutions to resource reserva-
In contrast, with multicasting, translation at the sender réens, used to increase efficiency by requesting more relaxed
quires the stream to be duplicated and translated for each djfrarantees for appropriate applications ([19]), or as interim so-
ferent type of receiver, precluding link sharing over commations for enabling the use of adaptive applications in current
paths. This approach also does not scale for large heterogetworks that do not support resource reservations.
neous groups since the sender’s resources are limited. Last, ithe first component of resource reservation schemes is a
requires the sender to be aware of the receiver’s capabilitispecification model for describing flow characteristics ([75]),
which is incompatible with the host-group modeTranslation that depends heavily on the model of service guarantees sup-
at the receiver is the most economical and scalable approgcnted by the network. Then, an appropriate protocol is re-
since it fully exploits sharing and moves all responsibilitiequired to communicate these specifications to the receivers and
away from the sender. Note that appropriate hierarchical codireserve resources on the transmission path so that the service
can be easily combined with, and probably facilitates, translparameters requested can be supported ([34], [103]). Sim-
tion and reconstruction of the signal at the receivers, accordiplg unicast approaches to resource reservations are generally
to their needs and abilities. source-based. A set-up message containing the flow specifica-
tion is sent to the destination with the intermediate nodes com-
mitting adequate resources for the connection, if available. Re-

9The sender may use different multicast groups for each encoding to av§ﬁurc_eS a_re norma”y over-allocated early oninthe path, so that
this, but the other problems remain. even if switches encountered further along the path are short of

Experience has shown that several representational for
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resources, the connection can still be set up. After the setdlye second, so that after the second pass the end-to-end service
message reaches its destination, assuming the connectionisafficiently mapped to local reservations. During the first pass
be admitted along the path, a response message is returnethere is no way to predict what lies ahead, so as many resources
the reverse path, allowing the intermediate switches to relag possible must be allocated to maximize the probability that
commitments in some cases. the end-to-end path will be acceptable. However, over-allocated
Similarly, for multicasting, there must be a way for senderesources will be wasted and other reservation attempts may
to notify receivers of their properties, so that appropriate resée blocked until reservations are relaxed, possibly after several
vations can be made. In a perfectly homogeneous environmgratsses when multicasting is used.
the reservations will be made once on each outgoing link ofIn the receiver-initiated approach, there is only a single pass,
a switch, for all downstream receivers, so that resource usageonly local reservations can be specified, which result in an
can be minimized® However, receiver and network hetero€nd-to-end service whose characteristics cannot be predicted in
geneity prohibits use of this simplistic scheme, since each msvance. As a result, depending on local decisions, the end-
ceiver and path may be able, or willing, to commit differerfio-end reservations may be either inadequate or superfluous. A
amounts of resources. One approach is to allocate resourcesadgtion to this problem is to usadvertising([86]). In this
before during the first message’s trip and then have all receivegproach, source-initiated messages gather information about
send back their relaxation (or rejection) messages ([8]). Edegal links as they travel towards the receivers. The receivers
switch that acts as a junction will only propagate towards tte@n then decide how local reservations along these paths would
source the most restrictive relaxation among all those receiveffect end-to-end services and then use the receiver-initiated ap-
However, since paths from such junctions towards receivgregach to reserve the appropriate per-link resources. By in-
may have committed more resources than are now needed,@dding in the information gathered in the first pass the exact
ditional passes will be required for convergence, or resourcgvices and resources available at each link, the receivers can
will be wasted. To handle dynamic groups without constanpmpose heterogeneous local services and link specific reser-
source intervention, this model can be augmented with receiveations to build enhanced end-to-end paths.
initiated reservations that propagate towards an already establhe interaction of routing and resource reservations (and
lished distribution tree ([8]). therefore, admission control) further complicates matters. Even
An alternative approach is to abandon reservations during thehe simple case of static routing, success in building a multi-
sender’s multicast set-up message and instead reserve resoi@sgistiree depends on the adequacy of resources on each switch.
based on the modified specifications with which the receivéfée would like to construct the tree using the switches that
respond to the initial message ([103]). Again, resource reser@ss the admissibility tests, thus favoring the sender-initiated
tions will be merged on junction points, but since the (now ugeservation approach. On the other hand, we do not want
stream) requests are expected to be heterogeneous, each fidcconstruction to fail due to over-allocation, so receiver-
tion will reserve adequate resources for the most demandifiiated reservations are preferable because they may avoid
receivers and reuse them to support the less demanding of¥§r-committing resources and converge in one pass. Now
Even though it is still unclear how aggregation of reservatiofwever, the tree constructed by the routing algorithm may be
should be performed, this approach has the potential to supgbgidequate to support the reservations, again rejecting a session
both heterogeneous requests and resource conservation, ft-could in principle be set up. We will see later that such
sibly without over-committing resources, thus maximizing theroblems are even more pronounced when routing is dynamic,
possibility for a new session to be admitted. Since this mecH$ in many wide-area internetworks, or when group member-
nism converges in one rather than in multiple passes, the reséip changes, resulting in modified distribution trees even with
vation state in the switches can be periodically refreshed, tugiatic routing.
ing the fixedhard state of a static connection into adaptsadt
state suitable for a dynamic environment. In this way this mecf- Extending multicast routing
anism can accommodate both group membership changes andur motivation for routing multicast traffic along trees rather
routing modifications without involving the sender. than along arbitrary paths is to minimize transmission cost
An important issue when providing guaranteed servicestisrough link sharing. For continuous media, the volume of data
how local reservations affect the end-to-end offered service amansferred makes this goal even more important. However, for
vice versa. For example, local bandwidth reservations resultrial-time multimedia applications we must take into account
an end-to-end bandwidth guarantee equal to the lowest batwle additional factors: delay constraints, particularly for inter-
width guarantee in the path. In contrast, with local delay guagetive applications, and media heterogeneity. As we have al-
antees it is harder to compute end-to-end delay bounds, espeady discussed, separate handling of media streams is useful
cially if we want a tight practical bound rather than a loose thé-we want to use the most effective coding techniques for each
oretical result ([86], [60]). stream, and in order to gain maximum benefits from hierarchi-
In a source-initiated approach, a two-pass mechanismcal coding. The question arises then whether we should use the
used, with over-allocations in the first pass and relaxationssame or separate distribution trees for each stream. Consider-
ing the load that continuous media puts on network links and
_ 10Reserved resources can also be sha(ed among data transmitted' from mid- interaction among admission control and routing, it would
tiple senders to the same group, in applications such as conferencing where .
m better to use a separate tree for each media type. Thus,

the number of simultaneous senders is much smaller than their total populattt® " :
([103], [44]). each media stream (or sub-stream) could ask for the appropriate
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either from a fixed or from the optimal location in the existing
© Receiver group ([10]). Rather than making modifications blindly, thus
@ Sender deteriorating tree quality up to the point of needing complete
tree redesign, the most advanced algorithms store some of the
state accumulated during tree construction and make only local
calculations that still satisfy the requirements of the application.
However, simulations have shown that even simple multicast
routing ([27]) using the shortest path tree is not significantly
worse in terms of total tree cost from the optimal solutions or
the near-optimal heuristics. For realistic network topologies the
cost of a shortest path tree is less than 50% larger than that of a
near-optimal heuristic tree ([27]), while path delays for heuris-
tic trees are 30% to 70% larger than shortest path delays ([100]).
Since shortest path trees are easily built and modified using the
underlying unicast routing and they never deteriorate in terms
of delay, but simply vary in their inefficiency in terms of to-
tal cost, if an application is prepared to accept a moderate cost
Ny . . O\C/jerhead, it can avoid special multicast-tree construction and
quality-of-service parameters and get routed accordingly, and )
receivers would choose to connect to any subset of the trees. |nt§n§1nce methods by_emplqylng the Sho.rte.St delay paths.
X A similar cost versus simplicity trade-off is involved when
On the other hand, the management overhead of multiple tr

per source may be prohibitive. In addition, routing each me(?g?ng shared trees for all senders to a group ([6]). Butin this

. : : o ase, both total cost and path delays will suffer. The over-
stream separately will cause inter-media synchronization pr

. . . ead under extreme conditions has been determined theoreti-
lems if appropriate guarantees are not provided for each stre g\ly (197]), but in practice, simulations have been used to de-
Turning to delay requirements, if we use delay as the li ' ’

tric duri i i that the shortest rmine the average performance of such schemes in terms of
metric dunng routing, we can easlly see that the Shortest Qesqr 5 delay sub-optimality ([100]). For shared trees, opti-

lay ‘Tee* made up from the shortest paths from_ s_ender to e‘mglity is hard to achieve and even harder to maintain, as dis-
receiver, is not the same as the tree of total minimal cost ﬂ‘&l}

o . ; e ssed earlier, but a simple approach is to choose the center
maximizes link sharing at the expense of individual path delay, ong group members in a way so that only as many trees as
We have_ then gglobal tree metric (tree cost) and many indiyi roup members will have to be considered. For these trees,
ual receiver-oriented metrics (path delays) that are potenti en path delay is optimized, simulations show that delays are
in conflict. Since we cannot hope to optimize on all front%IO '

- : : se to 20% larger than the shortest paths, and tree cost is about
we can try to optimize cost subject to the constraint that del %96 lower than that of shortest path trees ([100]), which as we
is tolerable. As we have seen, interactive applications can

h terized b bound -t 4 del dlor | above is typically within 50% of the optimum, thus strik-
charactérized by upper bounds on end-to-end defay andiorliglly 5 pajance between cost and delay inefficiency. Furthermore,
its on jitter. In this sense, it is reasonable to design the tree $

- . L _-asingle tree constructed using the underlying unicast routing
as to optimize total cost while keeping individual paths W'th'ﬂwechanisms minimizes state and maintenance overhead. Un-
their respective bounds.

hi lem i - , fth , fortunately, apart from their moderate sub-optimality, shared
This new problem is essentially a version of the Steiner treg,o s 5o suffer froraffic concentrationsince they route data
problem with additional constraints on the paths. Even thou

o D X m all senders through the same links. Simulations show that
itis NP-complete, fast heuristic algorithms ([57], [58]) that a'8elay-optimal member-centered shared trees can cause maxi-

nearly optimal on the average have been developed. A Siyy, ink loads to be up to 30% larger than in a shortest path
lar formulation can be used when the constraint is link capggzq ([100]).

|t|es_ which r_nu_st not_be exceeded,_ mstegd of a delay boundgg; these reasons, recent proposals ([23]) try to combine
Again, heuristics exist to solve this variant of the probleny,are trees and shortest paths by starting each group connec-
([53]). Fig. 5) shows &teinertree with bounded maximum ¢4, in the shared tree mode and then changing individual paths
delay. The total cost i20, the average delay i85 and the  ghortest delay ones upon receiver requikstBhe overhead
(bounded) maximum delay is Compare this tree with the oneqr5;s delay trade-offs and the point at which change from one

in Fig. 3. . ] o __paradigm to the other should occur can be determined experi-
Group dynamics are an obstacle in maintaining optlmall%enta”y ([101]).

whatever the method of constructing the initial trees. Since p final point regarding routing is dealing with network dy-
repeating all routing computations whenever members join @amics. Unicast routing in most internetworks is dynamic in
leave the group may be prohibitively expensive, an alternativejgjer to guide packets around hosts and links that are down and
to prune extraneous links when a member leaves the group, gddapt to variations in network load. Even though this is suf-
add the most economical (and admissible, if delay bounds hagygant for best effort service, it creates problems when routes
been specified as above) extension path towards a new memggf.carefully planned to support quality-of-service guarantees.

INormally, all receivers would be satisfied by the same limits, as these aré2Actually, this proposal also supports traditional source-rooted trees for the
determined by human perception properties. applications that need them.

Fig. 5. ASteinertree with bounded maximum delay
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With multicasting, the problem is even more complicated dahich may be concealed through interpolation), create longer-
resource reservations are shared and group dynamics intetach problems in interframe mode. To limit this problem with
with network reconfigurations. Little is known as to how tanterframe coding, we can periodically transmit intraframe-
deal with such problems, but a conservative approach wowdcoded frames that provide regeneration points. The refresh-
be to make the multicast routing algorithm ignore unnecessanent rate could be adapted according to general network con-
routing changes, i.e. changes that reduce route costs butditiens as perceived by the sender, with the exact rate striking
not due to failed links or switches. The rationale is that loatie balance between compression and error tolerance. Alterna-
variations should not significantly affect streams for which reively, we can prioritize the components of a, possibly hierar-
source reservations have already been made, but should inst#adally encoded, media stream at the sender in advance and
be dealt with by rerouting best-effort traffic. This approachihen transmit components at redundancy levels reflecting their
calledroute pinning preserves the quality guarantees as far asiorities ([3]). By interleaving all components in each packet,
a path remains physically connected. Note that multicast algbe result of the variable priority and redundancy levels is that
rithms using the underlying unicast-routing mechanisms nestbre important components will be recoverable using a smaller
to ignore dynamic route optimizations in order to implemeritaction of the total number of packets sent, compared to the
route pinning. corresponding fraction for less important ones. The net effect
is added reliability for important media components with only
moderate increases in total transmission bandwidth.
For flow and congestion control, we cannot simply increase
We have seen the problems associated with extending krdundancy to avoid reliance on feedback, since this will make
ror, flow, and congestion control methods to the multicaproblems worse. However, we can still use preventive open-
paradigm, due both to the possibility of feedback implosion ahdop methods based on resource reservations so that streams
to the inability of the sender to deal uniformly with conflict-will be guaranteed to meet their deadlines. The control over-
ing feedback reports. For error control there is the additionfaéad from setting up resource reservations will be incurred only
problem of the delay associated walitomatic repeat requestinfrequently rather than continuously, as in feedback-based
(ARQ) schemes which retransmit corrupted packets accordimgthods. It is important to note that resource reservations must
to receiver-generated feedback. There is no point for such b& made on a per-stream basis, according to the characteristics
transmissions if the deadline for using the corresponding dateach medium and to the importance placed on it by the appli-
has already expired. Since ARQ schemes introduce additionation and the receivers themselves. A communication abstrac-
delay and jitter to a media stream, additional buffering woulion promoting open-loop control and providing a service anal-
be required at the receiver to smoothen out its impact. Dogous to that of a television broadcast channel idtboktimedia
to the bandwidth of continuous-media streams and the strict déulticast Channe([78]). A source transmits continuous-media
lay and jitter bounds of interactive applications, retransmissioageams onto the channel and receivers “tune in” to the channel
will not be viable for most applications. Fortunately, manyo receive a selected subset of the streams. To support hetero-
continuous-media applications can tolerate moderate error rageseity, each receiver may tailor the selected streams to meet
without significant quality degradation, with the degree of toindividual needs through the use of filters, which, if compatible,
erance depending both on the nature of the application and ta& propagate upstream and combine in order to economize on
media coding/compression method used. While rigid appliceesources ([77]).
tions may only be resilient to sporadic problems that are maskedJse of hierarchical coding can further adapt the streams to
by the nature of the media, adaptive applications may also dypplication priorities and network and receiver capabilities. For
namically adapt to long-term quality-of-service modificationsexample, effective open-loop congestion control can be ex-
It is possible to avoid using feedback and retransmissionsdrrised in high-speed networks by selectively dropping high-
control error rates by employing error concealment techniquessolution signal contents without source or receiver involve-
such as computing a likely value for missing pieces of the dateent and with limited signal quality degradation, which is lo-
through interpolation from neighboring values, or forward erraralized to the subtree downstream from the congestion path.
correction (FEC) schemes. Planning in advance for error recéMternatively, when prioritized and encoded streams are inter-
ery may involve embedding extra information on the transmileaved in each packet at variable redundancy levels as above,
ted streams, making packets self-contained, transmitting crany packets can be dropped with smaller impact on high prior-
cal packets more than once, and so on. As encoding technigiigstreams than on low priority ones ([3]). With this scheme
try to minimize redundancy, a balance should be sought hbe network does not have to be modified to recognize priori-
tween redundancy for error correction and compression ratities, but redundancy must be added to high priority streams.
according to the expected channel characteristics and the applit is not yet clear whether effective guarantees can be pro-
cation’s error tolerance. vided in the face of dynamic routing schemes which will force
As an example of the possible tradeoffs involved in err@bandoning reservations in paths that have been physically dis-
control, video frames can be codedimraframemode, where connected due to link or switch failures. In addition, the guar-
spatial redundancy is exploited only, andimmerframemode, antees cannot be absolutely strict for all streams if statistical
where temporal redundancy is also exploited ([39]). Using bothultiplexing is to provide any economies at all. Therefore, an
techniques increases the compression ratio, but lost packafsplication should expect at least minor and probably major ser-
while causing spot problems on one frame in intraframe mosgl&e degradation during temporary congestion periods or route

D. Feedback control revisited
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changes. FEC can smoothen out the minor anomalies, but tqoa¢hs into a tree. DVMRP is based on the Bellman-Ford al-
both effective and economical, the redundancy rate will havegorithm, using the underlying unicast routing tables to find the
adapt to current network conditions rather than being adequal®rtest routes. Initially, it only performed truncated broad-
for the worst case. A scalable feedback mechanism that aaast, i.e. it forwarded all packets everywhere, only dropping
be used to estimate network conditions without creating inthem if no group members were located in the lowest level leaf
plosion problems has been proposed ([12]): it first estimatesbnetworks ([24]). Extended versions can prune unused parts
the number of receivers in a group and then what the averagfethis tree, thus conserving resources. Since only some ma-
quality of reception is (the averaging technique depends on tti@nes have been extended to support multicast, the multicast-
application), using probabilistic techniques. This method hasvare routers that serve multicast-aware sub-networks directly
been used in applications ([94]) for senders to detect congegchangencapsulateghackets among them. These are regular
tion problems and adapt their output rates (to relieve conggmckets embedded in another packet that has the two multicast
tion) and error redundancy factors (to increase the chancesaiters as source and destination. Thus, the encapsulated pack-
error recovery). A further enhancement to scalable feedbagts travel over virtual links, calletunnels which are simple
control can be obtained by splitting the receivers in groups amicast routes that pass through non-multicast-capable routers
cording to their reception status (congestion control) and capeithout disturbing them. These multicast routers and the vir-
bilities (flow control), and only send them the data that eadhal links connecting them form the MBone ([31]). DVMRP
group can handle. This avoids problems created by very sland the tunneling scheme suffer from inefficiencies and inflex-
or very fast machines dragging the whole group towards oit#lity, so an alternative routing protocol has been proposed:
extreme ([18]). MOSPF (Multicast Open Shortest Path First). MOSPF uses Di-

jkstra’s algorithm to create shortest path trees which do not re-
V. EXPERIENCE WITH MULTICASTING ON THEINTERNET  quire pruning ([69], [70], [71]).

The Internet, although lacking support for many of the fea- Since both DVMRP and MOSPF suffer from scalability
tures discussed in the previous sections, has been extensi@gplems, two new routing protocols have been proposed: CBT
used as a testbed for algorithms and protocols supporting mi¢ore Based Trees) builds a single tree for each group try-
timedia multicasting. The network layer service uses IP (thed to conserve resources ([6]), based on predetermined fixed
Internet Protocol) which provides connectionless, datagraipints. PIM (Protocol Independent Multicast) also supports
based, best-effort delivery. Only unicast routing is provide®ingle shared trees, but it allows shortest-delay paths when
using various algorithms, and no quality-of-service or resouré@ceivers request them, and even traditional per-source trees
reservation provisions are made. Reliability is provided if rd[23]). Both protocols were designed with an eye on scala-
quired at the transport layer using TCP (the Transmission Cdlity, interoperability with various underlying routing schemes
trol Protocol), or it may be bypassed using UDP (the User Datdd possible resource reservation protocols. Technically they
gram Protocol). TCP provides error-free byte streams and ugég advances over DVMRP and MOSPF, especially PIM which
a windowing scheme for flow and congestion control, with thigies to combine simple management with short delays, but they
window size adapting to the loss rate encountered, whichdge more complex than their less-flexible predecessors and thus
taken as an indication of congestion status ([52]). By therfore difficult to deploy on a large scale. One way to achieve
selves, these characteristics are not sufficient to provide robgth scalability and interoperability among different routing
support for either real-time continuous media or multicast, afiotocols is to use hierarchical routing, where a second-level
some features, such as the congestion control scheme, may dféfpcol routes data among disjoint network areas ([90]). Each
get in the way. However, experimentation with multicast prdauch area chooses its own first-level protocol, which routes data
tocols and multimedia applications over the Internet has beeased only on local topological information.
extensive since the first audiocast of an Internet EngineeringTwo proposals for Internet resource reservations exist. ST-
Task Force (IETF) meeting ([13]). Il (Stream Protocol II) is a complete network-layer protocol

Regarding IP support for multicasting, early work on routinghat supports both multicasting and resource-oriented negoti-
algorithms ([22]) and the host-group model ([17]) initiated thations based on a sender-initiated approach ([91]). Actually,
current flurry of activity on the Internet, although some work is more of a framework, with specific mechanisms expected
has also been influenced by earlier research in broadcastiage provided externally. Implementations have been tested
([97]). The extensions of the IP model to support multicas(f76]) and new versions designed ([25]). A proposal closer to
ing are the provision of special (class D) multicast addressiée ones presented here is RSVP (Resource ReSerVation Pro-
and IGMP (the Internet Group Management Protocol). IGMIcol) which acts as an overlay on routing protocols, support-
supports the host-group model, with receivers explicitly joininlg receiver-initiated resource reservations over any available
the groups denoted by multicast addresses ([21]). Multicagtulticast routing scheme ([103]), essentially reversing the ST-II
aware routers periodically multicast, on a well-known addreg®gchanism ([67]). In addition, RSVP supports dynamic reser-
membership queries on their LANs and gather replies from iMation modifications and network reconfigurations. Experimen-
terested hosts in order to discover which groups have membi@simplementations interoperating with other IP-multicast ex-
present in their area. tensions are currently being tested.

Routing is performed by routers that learn the shortest pathgd=urthermore, a new transport protocol supporting continuous
to each group member using DVMRP (Distance Vector Mutnedia has been developed: RTP (Real Time Protocol) ([83])
ticast Routing Protocol) and simply aggregate these shortpstvides support for timing information, packet sequence-



14 PUBLISHED IN: ACM MULTIMEDIA SYSTEMS, VOLUME 6, NUMBER 1, 1998, PP. 43-59

numbers and option specification, without imposing any addi-
tional error control or sequencing mechanisms. An application
can use this basic framework adapted to its requirements to add
whatever mechanisms seem appropriate, such as error control
based on loss detection using sequence numbers, or intra-media
and inter-media synchronization based on timing information.
A companion control protocol, RTCP (Real Time Control Pro-
tocol), can be used for gathering feedback from the receivers,
again according to the application’s needs. For example, an ap-
plication can use RTP for transport and RTCP adapted for scal-
able feedback control, along with appropriate FEC and adapta-
tion mechanisms ([94]).

Another relevant protocol is SDP (Session Description Pro-
tocol) ([47]), which provides a mechanism for applications to
learn what streams are carried in the network, describing them
in adequate detail so that anyone interested can launch the ap-
propriate receiver applications. When multiple hosts and ap-
plications are communicating, as in a multi-party conference,
there is a need to mediate transmission and reception of data
among participants. As the specific needs of each application
and conference setting may vary, one way to support multiple
control policies is to use a logicabnference control channel
as a shared mechanism through which control messages are ex-
changed ([46]). Floor control and session management applica-
tions can then employ this channel for their needs.

VI. CONCLUSION

In this paper we have presented the issues arising from real-
time continuous-media support and multicasting in packet net-
works, emphasizing issues of interaction between the two. The
heavy demands of continuous media on any network have moti-
vated research in many areas, with multicasting being one of the
most active, due to its potential for large economies in resource
usage. Apart from the problems that are specific to either mul-
timedia or multicasting, there are special issues that become
more important when the two are combined. Fortunately, the
nature of continuous media gives rise to some special-case so-
lutions that can be exploited to our advantage.

Issues such as bandwidth and delay requirements, error toler-
ance, statistical guarantees and heterogeneity, create a complex
environment that must be supported in an efficient and flexi-
ble way. Probably, the most important research issues revolve
around the core theme of open-loop, preventive or anticipatory,
mechanisms versus the traditional closed-loop corrective ones.
The exact mix of these two modes of operation achieving the
desired quality-of-service and flexibility with minimum cost is
one of the most interesting topics for further research.
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