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ABSTRACT

Recent advances in mobile communications and computing
and strong interest of the scientific community in the Grid have
led to research into the Mobile Grid. We discuss various ap-
proaches proposed in the literature and try to point out the fun-
damental issues and problems emerging from the introduction
of mobile devices and wireless communications in the context
of the Grid computing paradigm. We further describe an archi-
tecture for the realization of a Mobile Grid and investigate key
design decisions and optimizations.

I. INTRODUCTION

Grid computing has emerged as a paradigm for the coordi-
nated resource sharing and problem solving in dynamic, multi-
institutional virtual organizations [1]. A grid computing system
is essentially a large-scaled distributed system designed to ag-
gregate resources from multiple sites. On the other hand, the
relatively recent advantages in mobile and wireless communi-
cations have resulted in the availability of an enormous number
of mobile computing devices such as laptop PCs and PDAs.

In effect, it is considered natural to extend the idea of re-
source sharing to mobile and wireless communication environ-
ments. We believe that since the number of available mobile
devices is nowadays enormous and their computational power
is constantly increasing, the aggregated sum of their resources
should be exploited. Especially in environments such as uni-
versity campuses, the number of available mobile devices is in
the order of thousands [2]. Considering the fact that such net-
working environments are usually under a single network ad-
ministration, we believe that accumulating these concentrated
and potentially unexploited resources is an interesting and sig-
nificant challenge.

In this paper, we discuss a campus-wide hierarchical Mo-
bile Grid system architecture in which mobile nodes (MNs),
willing to offer their computational resources, move between
WLANs [3]. This willingness is based on reciprocity. We con-
sider divisible load [4] applications where the load of compu-
tation can be divided into several parts i.e. a job that can be
divided into tasks that can be carried out independently of each
other. In order to investigate the feasibility and gain insights
on the performance of the proposed architecture we utilized
the WLAN traces collected at Dartmouth College [2]. These
traces provided a realistic simulation environment suitable for
the study of some key performance aspects of a hierarchical
campus-wide Mobile Grid system.

The remainder of the paper is organized as follows. In Sec-
tion II. we examine related work. In section III. we describe
the networking architecture and discuss the incentives mech-
anism, while in section IV. we present the framework for the
evaluation of the proposed system. In section V. we present the
results of the performance evaluation. We finally conlude in
section VI. and present our plans for future work.

II. RELATED WORK

There are various, quite different approaches on the exact char-
acter of a potential Mobile Grid system.

A. Mobile Devices as Resource Consumers

In this case [5, 6, 7, 8], focus is given on the fact that mobile
devices have limited computational and/or storage capabilities
compared to their stationary counterparts. The grid can provide
the resources missing in mobile devices on demand. Neverthe-
less, problems related to the very nature of wireless and mobile
devices arise here. Submitting jobs and receiving the results
back is not as straightforward as it may seem, since power con-
straints and frequent disconnections are prevalent in wireless
and mobile communications. The use of proxies is proposed in
[5] which act as gateways to the grid. These proxies undertake
the role of the mediator between the mobile device and the grid
system, and try to hide the instability of the wireless/mobile
environment by acting on behalf of the mobile device.

Other approaches on solving the resource limitation problem
of mobile devices target at providing a ”smart” environment
for pervasive computing [6, 7]. In these approaches, mobile
devices are considered as pure access devices without need for
enhanced processing and/or storage capabilities. The role of
the grid is to provide all the functionalities required by users
pushing this way the complexity of the whole system to the
networking environment rather than to the edges.

B. Mobile Devices as Resource Providers

In this case [9, 10, 5, 11, 12], strong emphasis is given to two
important factors. First, even though mobile devices have lim-
ited resources compared to their stationary counterparts, they
seem to increasingly gain sufficiently powerful CPUs and stor-
age means. In effect, they are considered capable of providing
useful resources. Second, since the number of mobile devices
continuously increases, the aggregate of their resources can-
not be considered negligible [10]. However, again, mobility
related problems such as limited power and intermittent con-
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nectivity pose significant difficulties in the effort of exploiting
these resources.

Two fundamentally different architectures have been fol-
lowed in an effort to exploit resources relying in mobile de-
vices: mobile grids on-site and mobile ad-hoc grids.

1) Mobile Grids On-Site

In the case of creating mobile grids on-site [10, 5, 11, 13], mo-
bile devices residing in a well defined area, such as a cell in cel-
lular networks or a WLAN hot-spot, (Service Area, SA) are co-
ordinated by a central entity (residing at the Access Point/Base
Station, BS) in order to perform a task (computation grid). The
devices provide the description of their capabilities and the de-
gree of their availability to the BS. The BS is then responsible
for decomposing an incoming request and scheduling the over-
all execution by providing specific tasks to each of the partici-
pating mobile devices. A request can either come from a mo-
bile device in the SA or another client outside this area (fixed or
mobile). The advantage of this approach is that the BS can act
as a mediator capable of hiding the heterogeneity of the par-
ticipating devices from the requesting node, coordinating the
overall execution of the submitted job and even allowing the
grid system to appear to the rest of the network as an ordinary
grid node [10].

2) Mobile ad-hoc grids

In the case of mobile ad-hoc grids [12, 14], there is no cen-
tral authority responsible for the co-ordination of the overall
job execution. Further problems arise in this case due to the
ad-hoc nature of such systems. The absence of central coordi-
nation imposes difficulties in service discovery, job scheduling
and monitoring. An approach towards overcoming this limi-
tation, is the formation of a virtual backbone consisting of a
number of, possibly more powerful, mobile nodes responsible
of coordinating the mobile nodes residing in a certain area of
the overall ad-hoc network[12, 14]. The instability of the net-
work topology induces further difficulties due to unique ad-hoc
related characteristics such as network partitioning and multi-
hop routing.

C. The Akogrimo Integrated project case

The EU IST project Akogrimo ”Access to Knowledge through
the Grid in a Mobile World” [15] aims at the provision of a
framework for deploying mobile grids focused on solving com-
plex problems by exploiting knowledge as their main input.
The distinction between this type of mobile grid and the ones
described above is that the resource shared in this grid is in-
formation. In Akogrimo, data and computational power are
accessed by dedicated fixed-grid providers [16].

III. MOBILE GRID ARCHITECTURE

In this paper, we refer to a hierarchical campus-wide Mobile
Grid architecture [3] following the Mobile Grid On-Site ap-
proach as described in 1). The resource shared is computa-
tional power. In a typical university campus, students, faculty
and administrative personnel move with their portable devices

between multiple WLANs deployed in the campus buildings.
As shown in Fig. 1, at each level of the hierarchy a Mobile
Grid Scheduler (MGS) is responsible for receiving jobs from
the upper layer MGS, splitting them into separate tasks and as-
signing these tasks to the lower layer MGSs. Each MGS is also
responsible for communicating the available resources up to the
hierarchy of MGSs. An intermediate MGS (I-MGS) located at
each building can receive a job from the root MGS (R-MGS)
and assign the produced tasks to the local schedulers located
at each WLAN in the building (L-MGS). Each L-MGS further
splits the received task and assigns the resulting sub-tasks to
the MNs residing at the WLAN it serves. Participating MNs
process the received input data and return the results back to
the assigning L-MGS. A MN may submit a job directly to the
L-MGS at its WLAN.
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Figure 1: Hierarchical Campus-Wide Mobile Grid architecture.

A. Incentives

A critical issue in the deployment of the proposed architecture
concerns the incentives given to mobile nodes in order to moti-
vate them to offer their resources.

As mentioned earlier, our scheme is based on reciprocity. A
MN can submit a job to the Mobile Grid and take advantage of
its computational resources only if it shares its own resources
as well. Obviously, the amount of resources offered by a MN to
the Mobile Grid over a certain period of time may not exceed
the amount of resources required for the execution of its own
jobs during the same time-period. Otherwise a MN will simply
prefer not to participate in the Mobile Grid and compute its
own jobs directly. Therefore, the main target is to exploit the
vast number of MNs by harvesting relatively small amounts of
resources from each of them at a time and taking advantage of
the parallel character of task execution.

To this end, we propose a simple mechanism in which each
MN collects credits for each task it processes. The value of
each credit is proportional to the size of the corresponding task.
A job may be submitted by a MN only when its credit-value is
less or equal the total value of all collected credits. A MN may
choose the time and the extend (i.e. preferable task size) to
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which it will offer its resources (and collect the corresponding
credits) to the Mobile Grid based on several criteria such as
available power and current device workload. Therefore, the
credits required for the submission of a job may be collected at
will and over a period of time which will ensure that the MN
will not be disturbed by the energy and computational power
consumption.

Further investigation towards the precise design of the in-
centives scheme together with an intelligent accounting mech-
anism is subject to imminent work.

IV. EVALUATION FRAMEWORK

A. Formulation of the problem

The core functionality of an L-MGS is to receive a job (or a
task from an ancestor MGS) and, in the context of divisible
load applications [4], divide the submitted workload into tasks
(or sub-tasks) for submission to the MNs residing at the corre-
sponding WLAN. The whole process consists of three distinct
steps: the transfer of the input workload to the MN, the task
execution and the return of the results back to the L-MGS. In
the absence of disconnection events, each step requires TIN ,
TEXEC , TOUT amount of time to complete, respectively. We
also define TTOTAL as:

TTOTAL = TIN + TEXEC + TOUT (1)

The Communication to Computation Ratio (CCR) [17] of a
divisible load application is defined as :

CCR =
CommunicationCost

ComputationCost
(2)

The CommunicationCost factor denotes the time re-
quired by the MN to receive the task workload. The
ComputationCost denotes the time required by the MN to
complete the execution of the submitted task.

B. Performance Constraints

The performance of the proposed architecture heavily depends
on the Response Time (RT ) of each MN working on a task i.e.
the time required for the MN to return the results back to the
L-MGS. In ideal environments, where no disconnections take
place, we obviously have RT = TTOTAL. However, in a wire-
less and mobile context, intermittent connectivity introduces
further delays on the completion of the whole process. The pro-
cess of transffering the input/output data to/from the MN may
be interrupted by a disconnection event due to the MN’s mo-
bility and/or power constraints. Hence, a further delay on TIN

and/or TOUT is imposed in this case. It is important to note
than disconnections do not affect the time required for the MN
to process the input data since a MN may continue processing
even if it is disconnected. This time is affected however by user
actions, since mobile devices are strictly personal (e.g. a user
may decide to turn of his device). In this case, an additional
delay is imposed on TEXEC . This delay is not investigated in
the reminder of this paper.

The authors in [18] have concluded that, for the same col-
lection of traces utilized in this paper, the average length of a

MN session1 is 16.6 minutes, 71 % of sessions finish in less
than an hour and 27% of the sessions last less than one minute.
These findings clearly demonstrate the intermittent character of
these MNs’ connectivity in the networking environment of our
architecture.

C. Disconnection and Rescheduling

As discussed above, intermittent connectivity may impose a de-
lay overhead on the completion of a task execution. Therefore,
the resulting question is how to overcome this barrier in order
to achieve high performance in terms of RT. In this context, a
fundamental design decision is whether a task executed by a
mobile node must be aborted upon disconnection, in the sense
that it will be rescheduled (termed as Abort-Reschedule pol-
icy), or it must be carried out by the mobile node until a new
point of attachment to the network is found and the results can
be returned back (termed as Carry policy).

In the architectures presented in [11] and [13], the first ap-
proach is followed in view of the latency incurred by a han-
dover. We believe that this issue requires further investigation.
The computational and energy resources spent by a MN for the
execution of a task are obviously wasted if the assigned task is
aborted in the event of a disconnection. From a system designer
point of view, this inevitably leads to the underutilization of the
available resources. From a MN point of view, this fact leads to
user annoyance unless a proper accounting mechanism ensures
that he/she will indeed receive the credits for the resources of-
fered until task abortion.

On the other hand, the Abort-Reschedule policy may lead to
significant performance gains in terms of response time (See
Section B.). Specifically, the final response time for an as-
signed task is defined as RTAbort in the case of the Abort-
Reschedule policy and as RTCarry in the case of the Carry
policy. Once a disconnection event has occured, we have:

RTAbort = TComplete + TArrival + RT ′
Abort (3)

RTCarry = TTOTAL + TDisconnection (4)

, where TComplete is the portion of TTOTAL that has actu-
ally been completed until the MN gets disconnected, TArrival

is the time the L-MGS waits for a MN to enter its area of
responsibility i.e. WLAN, in order to re-assign the aborted
task to it, RT ′

Abort is the response time of this new MN
and TDisconnection is the time spent in disconnection by the
MN. Obviously, TArrival = 0 when a new MN i.e. a MN
that has not received any task, has entered the WLAN be-
fore the disconnection event has been realized. Furthermore,
TDisconnection corresponds to the aggregate time spent in dis-
connection. For simplicity, we assume that an L-MGS is im-
mediately aware of the disconnection event.

Obviously, if RTAbort < RTCarry, rescheduling a task re-
sults in lower RT and consequently in an enhanced system per-
formance. Otherwise, the performance of the system degrades

1A session is defined as the period of time in which a user (car d) joins the
network, uses the network, possibly roams to other APs in the same subnet,
and leaves the network.
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due to the Abort-Reschedule policy. Therefore, the choice be-
tween the two policies heavily depends on the afforementioned
MNs connectivity characteristics i.e. the inter-arrival time, the
disconnection time and the probability of disconnection which
affects the depth of the recursive equation (3) .

It is stressed at this point that the aforementioned policies are
not considered as the primary means for addressing the prob-
lem of intermittent connectivity. Other techniques such as load
balancing, exploitation of connectivity profiles and task repli-
cation [3] can be employed in order to smooth the effects of
they instable networking environment. Moreover, it is noted
that these policies are not mutually exclusive. For example,
building connectivity profiles for each MN may assist an intel-
ligent sceduler in chosing between these approaches with re-
spect to each MN’s connectivity characteristics. For instanse,
if a MN tends to get disconnected for very small periods of
time, it is desirable to follow the Carry policy since the MN is
expected to get connected soon and return the results back in
less time than in the Abort-Reschedule approach.

In the next section we present our first findings for these two
policies based on a series of emulations.

V. PERFORMANCE EVALUATION

In order to study the performance of the proposed architecture
we need to define suitable metrics. We chose to study the re-
sulting RT s for various TIN , CCR and TOUT values. Instead
of providing explicit values for the input and output loads (e.g.
in MB) we chose to describe these factors in terms of time i.e.
the time required for the transfer of input and output data in
the absence of disconnection events. Our decision is based
on the fact that we do not have any information on the actual
throughput in the WLANs under study. An indication of the ac-
tual input and output loads may be derived from performance
measurement studies. In [19], the measurements show a net
throuput of 47% at 11Mbit/s, including the TCP/IP protocol
stack overhead.

A. Traces

In order to investigate the performance of the proposed archi-
tecture under realistic conditions we utilized the WLAN traces
available at [2].The traces where collected from April 2001 to
March 2003. Due to holes in the traces during fall of 2001 we
only used data collected during 2002 and 2003. These traces
contain information for 5982 distinct wireless cards and 566
APs in 166 buildings.

We extracted approximately 1000 testing environments.
Each testing environment corresponds to a certain time and
AP in the traces and refers to the MNs residing in the specific
AP at the chosen point in time. All testing environments were
uniformly extracted from the whole period of traces and the
enirety of the APs.

B. Abort-Reschedule Vs. Carry Policies

In this section we present preliminary results obtained from the
utilized traces for the comparison of the two approaches. Fig. 2
presents the RT measured for various values of the input load

(i.e. TIN ) and CCR = 1/10. We considered the case where
TIN = TOUT . The resulting TTOTAL is equally partitioned to
all MNs residing in the WLAN at the time of scheduling. For
comparison reasons, the figure also depicts the time required
by a single MN to receive the input data, complete the compu-
tation of the task and return the results back to the L-MGS in
the absence of disconnection events (Single Stationary curve).
Similar results were obtained for CCR = 1 and CCR = 1/5
but are not shown here due to length limitations.

These results clearly demonstrate the superiority of the
Abort-Reschedule policy in the networking environment un-
der evaluation, regardless the CCR value. This implies that
the impact of disconnection periods on the resulting RTCarry

is severe and surely outweighs the impact of weighting for
a new MN arrival and rescheduling the task in the Abort-
Reschedule policy. A more refined simulation-based investi-
gation of these mobility/connectivity characteristics is subject
to imminent work.
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C. Task Replication

In previous work [3] we investigated the approach of task repli-
cation i.e. the assignment of a certain task to more than one of
the MNs residing in the same WLAN, in the context of the
Carry policy (termed as Groups approach). This approach is
based on the fact that not all MNs present the same networking
behavior. Therefore, if the same task is submitted to multiple
MNs it is highly probable that one of them will eventually re-
turn the results earlier than the others. The produced results
clearly demonstrated the superiority of the task replication ap-
proach, in terms of response time, in the presence of discon-
nection events.

In Fig. 3, we present our findings for this task replication
scheme in the context of the Abort-Reschedule policy. On av-
erage, the Groups approach leads to a performance gain of
37%, compared to the Single Stationary approach, while the
No Groups approach i.e. not employing task replication, yields
a performance gain of 64%. As expected, the task replication
approach is not prefered in the context of the Abort-Reschedule
policy because it results in an increased task size which in turn
increases the probability of disconnection events and most im-
portantly the final RTAbort since RTAbort ≥ TTOTAL.

In Fig. 4 we compare the resulting RTs for the Carry pol-
icy with task replication and the Abort-Reschedule with no
task replication in order to examine which combination of
the afore-discussed presents better performance. It is clear
that the No Groups/Abort-Reschedule approach outperforms
the Groups/Carry approach. Again, the increased task size in
the Groups/Carry approach leads to a relatively increased re-
sponse time.
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VI. FUTURE WORK

In this paper, we investigated the fundamental issues rising in
the path towards the realization of the Mobile Grid paradigm.
We discussed various approaches in literature and pointed out
the problems introduced by node mobility. Moreover, we stud-
ied the performance of a hierarchical, campus-wide networking
architecture based on appropriate traces.

Our plans for imminent future work include, but are not lim-
ited to, the investigation and detailed design of the incentives
mechanism. Furthermore we plan the study of load balancing
techniques throughout the hierarchical structure of the Mobile
Grid architecture based on the construction of suitable mobility
patterns that will model the MNs’ networking behavior.
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