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Abstract—In this paper, we study the interplay of TDMA
link scheduling and SDN Controller placement in SDN-enabled
tactical mobile ad hoc networks (MANETs). The network needs
to serve both user data flows, each with a (source, destination)
pair, and the SDN control-plane messages exchanged between
the Controller(s) and the rest of the nodes over SDN control
paths. The delay suffered by those messages has to be minimized
to help the SDN layer respond to the dynamic topological and
traffic demand changes of those networks. This delay is affected
by two network control functions: the placement of the SDN
Controller(s), which determines the control traffic paths from
the switches to the controller(s), and the TDMA scheduling of
control path links. In this paper, we experiment with various
Controller placement update policies and SDN-aware TDMA
scheduling mechanisms and assess their impact on the average
and worst-case communication delays over SDN control paths.
We find that adding SDN awareness into TDMA scheduling
can relax the need for frequent updates of the SDN Controller
placement, thus achieving comparable delays with an ideal policy
that updates the placement every time something changes in the
network topology or user data traffic.

Index Terms—Controller placement problem, Time division
multiple access(TDMA), Cross-layer optimization, SDN-enabled
tactical MANETs

I. INTRODUCTION

Military communication systems become increasingly com-
plex as the tactical operations they support become them-
selves more sophisticated, mobilizing many different agents
(humans, manned and unmanned vehicles) and coordinating
several tasks simultaneously (situational awareness, secure
troop deployment, battle command). More often than not,
these operations are carried out in areas without infrastructure
and rely on mobile ad hoc networks (MANETs). One aspect
of this complexity relates to the rich information that needs
to be shared across different actors in the tactical network,
including images, video and large files. High traffic demand
scenarios favor collision-free Time Division Multiple Access
(TDMA) schemes with spatial reuse [1] [2] over random ac-
cess protocols such as Carrier Sense Multiple Access (CSMA)
that need to invest significant resources to resolve collisions
due to interference among neighboring nodes [3]. In scientific
literature, several centralized and distributed algorithms have
been proposed already in the 1980s for collision-free TDMA
scheduling of node and link transmissions over multihop
networks (see e.g., [4] [5] [6]). In tactical networking, Link 16
has probably been the most widespread instance of a TDMA
network, but it is designed for static network configurations
with few nodes [7].

Moreover, modern military missions tend to involve coali-
tions of multiple groups, which operate under different com-
mand centers and may use in-field heterogeneous networking
and computation devices. Defence agencies worldwide run
research programs that focus on Software Defined Networking
(SDN) as a solution for this challenge [8] [9]. SDN represents
a paradigm shift in routing data, separating the data-plane
(forwarding) tasks from the control-plane (routing intelligence)
tasks. The routing data-plane resides locally at the network
elements and can be programmed by a central entity (the
SDN Controller) that implements the control-plane in software
and runs on general purpose hardware. This functionality split
makes SDN flexible in defining control policies that are highly
relevant for military operations.
Ηowever, tactical MANETs are not an easy match for SDN.

The critical performance metric here is how fast the single
(or multiple) SDN Controller(s) can communicate with the
rest of the network nodes. These delays determine how fast
the Controller(s) can collect up-to-date information about the
network state and how much time a new flow has to wait
till the Controller computes a path for it and updates the
forwarding rules at the nodes involved in this path. One
network control mechanism that affects these delays is the
SDN controller placement, i.e., at which network node(s) do
we place the SDN Controller(s) and how are the remaining
nodes associated with it (them). The second network control
function with an impact on those delays is the way links are
scheduled for transmission at the TDMA level. Depending
on how many slots are assigned to the SDN control-plane
messages and the order of those slots in the frame, the SDN
control-plane delays may be mitigated or exacerbated.

As the tactical network topology changes and data traffic
flows come and go, the TDMA schedule also changes and
so does the optimal SDN Controller placement. Yet, adapting
the Controller placement too often incurs significant costs, in
particular when the SDN control plane operates “in-band”,
as the case typically is. Each time this happens, the tactical
network needs to reserve time slots in TDMA links, depriving
them from user data traffic, for messages needed to elect
new optimal locations for the Controller(s) and establish new
associations between them and the other nodes. Practically,
the SDN Controller placement process cannot be executed
at the time-scale of network topology changes. Ideally, we
would like this to happen as rarely as possible. The question
we pose in this paper is whether we can achieve this, i.e.,
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maintain communication delays at acceptable levels while
reducing the frequency of SDN Controller placement updates,
by making the TDMA scheduling SDN-aware. Intuitively, we
ask how much could we boost SDN by performing the TDMA
scheduling in an SDN-aware manner.

To address these questions, we set off to study the interplay
between TDMA link scheduling and SDN Controller place-
ment in SDN-enabled MANETs. The co-existence of SDN
with legacy routing protocols in MANETs (e.g., OLSRv2 [10])
has been explored in literature, see [11] [12] [13] [14]. In those
studies, the main question is how to best share the routing
responsibility between SDN and native MANET protocols and
avoid duplication of effort (and message overhead). On the
other hand, the SDN Controller placement problem has been
studied in various network settings [15], including a cellular
network with a TDMA link between the Controller(s) and its
controlled nodes in [16]. Yet, to the best of our knowledge,
there is no prior study of the SDN Controller placement
problem in TDMA-scheduled MANETs.

To keep things simpler, we consider a tactical network with
a single SDN controller. The network carries user traffic flows
generated by the tactical network nodes, each from a given
source to a given destination. The routes of these flows are
determined by the SDN Controller. Besides user traffic flows,
the network carries SDN control-plane messages exchanged
between the Controller and each network node (switch, in SDN
terminology) that lies on a user traffic flow path. The paths for
these control messages, called SDN control paths, are typically
shortest paths, derived by the native MANET routing protocol.

Our main contribution to the literature is a study of
how decisions about the SDN Controller placement and the
scheduling of TDMA links jointly affect the communication
delays between the SDN Controller and the other network
nodes. On the one hand, we vary the frequency at which the
SDN Controller placement is updated from zero (unchanged
placement), to a intermediate value (periodic revision), up to
the frequency of TDMA schedule revision. This last case
involves the statement of the joint problem of controller
placement and TDMA link scheduling and its joint solution
with an iterative algorithm. On the other hand, we specify and
assess three policies that assume SDN-awareness at the MAC
level and render the TDMA scheduler friendlier to the SDN
control traffic. The policies concern either how many TDMA
slots are eventually allocated to SDN control flows, or the way
link transmission opportunities are organized along the TDMA
frame.

Our experimentation suggests that SDN-aware TDMA
scheduling can have a significant compensatory effect upon the
SDN control path delays: it can reduce them to the levels that
would be achievable under a very aggressive SDN Controller
update policy that would try to adapt at each change of the
tactical network topology or traffic workload.

The rest of the paper is organized as follows. In section II,
we outline the system model, insisting on the SDN-related and
TDMA scheduling operations. In section III we present SDN
and TDMA scheduling policies affecting the communication

delays in the SDN control paths. We asses those policies in
section IV and conclude the paper in section V.

II. SYSTEM MODEL

A. Tactical ad hoc network

We consider a tactical network comprising several types of
mechanized nodes such as tanks, armored vehicles etc. The
nodes may be involved in various tactical operations such as
the troop deployment phase or the preparation for battle. Each
operation induces different patterns in the mobility of nodes
and the communication between them.

Let Gt = (V,Et) denote the digraph representing the
network these nodes give rise to at time t. We write (u, v)
to denote a link between nodes u and v, where u is the trans-
mitting node and v the receiving one. Links are unidirectional:
(u, v) ∈ Et does not necessarily imply that (v, u) ∈ Et. The
set of network links at time t, Et, depends on the relative
locations of the |V | nodes and the radio propagation conditions
across the area of the tactical operations. A node v is called an
out-neighbor of node u and node u is called an in-neighbor of
node v at time t if (u, v) ∈ Et. The set of in(out)-neighbors of
node v denotes its in(out)-neighborhood Ni(o)(v). Likewise,
node v(u) is a two-hop in(out)-neighbor of node u(v), if there
is no direct link (u, v) between them, but there exists at least
one node k so that (u, k), (k, v) ∈ Et.

The routing of data traffic across the tactical network is
controlled by Software Defined Networking (SDN), and the
link transmissions are scheduled by a Time Division Multiple
Access (TDMA) scheme.

B. SDN control plane

The tactical network is SDN-enabled. Each network node
is equipped with software that turns it to an SDN switch with
local controller functionality. These switches communicate
with primary SDN Controllers that compute routes for traffic
flows traversing the network and distribute them to all network
nodes (switches). Each tactical network node maintains two
primary information tables: a routing table, which indicates
paths to other nodes in the network, and one or more flow
tables with packet forwarding rules for active network flows
traversing the node.

The primary SDN Controllers communicate with the switch
nodes over SDN control paths (SCPs), as computed by legacy
routing protocols in operation (e.g., OLSRv2 [10]). Each
Controller periodically exchanges heartbeat messages with
switches under its control (its associated switches) to ensure
that their connections are alive and collects information about
the network topology via Link Layer Discovery Protocol
(LLDP) packets. Through this process, the SDN Controller(s)
can attain a global view of the network topology, compute
routing paths for data traffic flows in the network and update
the flow tables maintained at each node.

Hence, when packets of a data flow arrive at a switch
node, the switch seeks to match the relevant fields of the
incoming packets, as extracted from packet header, with its
currently installed flow forwarding rules/entries. If a match is
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traffic flow 

id

(src, dst)  

nodes 

rate requirement 

(in slots)

routing path

f1 4, 5 2 4325

f2 6, 4 1 65234

f3 1, 6 4 1256

f4 3, 1 3 321

(a) Network topology (nodes, links), inspired by Fig. 1 in [1] (b) Network traffic flows, their routing paths and flow requirements

(1, 6, 9)  (2, 5, 10)  (3, 9)  (4, 10)  (5, 7)  (6, 8)

(c) TDMA slot requirements per network link, as they result from
the network flow requirements in (b)

(d) Maximal compatible link sets for the topology in (a)
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(e) TDMA schedule resulting from the per link TDMA slot requirements in (c) and the maximal link compatible sets in (d). Slots beyond
those required from the current flows are shown as spare in the frame.

Figure 1: Steps involved in deriving the TDMA schedule for given network topology and traffic flows: Ns = 25. Twenty slots
are used, five are spare.

not found (new flow), the switch issues a flow setup request to
the Controller (within a PACKET-IN message). In response to
this, the Controller issues a PACKET-OUT message to install
flow rules at the switch that issued the request and may do so
proactively for all other switch nodes that are included in the
computed path (via PACKET-OUT messages).

These control messages that are exchanged between the
SDN Controllers and their associated switches for acquiring
information about the network state and updating the flow
tables with new entries, constitute major part of the SDN
control traffic. The delays experienced by these messages
determine how responsive the SDN control plane is to the
dynamic topology of the tactical network and can be affected
by two main network control operations. The first one is
the placement of SDN Controllers, i.e., nodes that host the
Primary Controllers and how are the other nodes associated
with them. The second one is the way the SDN control traffic
is treated over the shared medium. This is the responsibility
of the TDMA scheduling process.

C. TDMA link scheduling

The node transmissions over the network links are scheduled
in collision-free manner by a TDMA scheme. We consider a
fixed-length TDMA frame. Letting RTDMA be the TDMA
physical rate and Rs be the minimum traffic rate corre-
sponding to the periodic allocation of one slot per frame,
Ns = RTDMA/Rs is the number of slots in each TDMA

frame. Moreover, if T is the frame duration, ts = T/Ns is the
duration of a single time slot.

The scheme we consider schedules multiple links over each
time slot as long as they are compatible with each other, i.e.,
they can transmit simultaneously without interfering with each
other. For any link (u, v), its set of compatible links should
exclude: (a) all links (k, v), k ∈ Ni(v) and (v, l), l ∈ No(v);
(b) all links (k, u), k ∈ Ni(u) and (u, l), l ∈ No(u); and (c)
all links (k, l), l ∈ No(u). A compatible link set satisfies (a)-
(c) for every link in the set and it is maximal when no other
link can be added to it without violating those conditions1.

The TDMA scheme then seeks to map each slot in the
TDMA frame to a compatible link set so as to most effectively
satisfy the rate requirements of the user data traffic flows. Each
flow f is described by the tuple (srcf , dstf , rf , pf ), where
srcf and dstf are the flow source and destination nodes,
respectively, rf is the flow rate requirement in number of
TDMA slots, and pf is the srcf − dstf path, as computed by
the network routing protocol. The TDMA schedule derivation
proceeds along three steps, which are shown in the simple
example scenario of Fig. 1:

• First, the scheduler computes maximal compatible link
sets out of the current tactical network topology Gt =

1Indeed, the actual interference between two or more network links is not
a binary property (i.e., interfere or not) and capturing it precisely demands
costly online field measurements, see e.g., [17]. The analytical model is
acknowledged as a good useful approximation of real-world interference.
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(V,Et) [18]. For the network example topology in Fig.
1a, there are six such sets that are listed in Fig. 1d

• It then considers the user traffic flows currently served
by the network, including their traffic rates2 and routing
paths and computes the total rate requirements rl that
result for each network link l ∈ Et. In fig. 1c, we
identify the subsets of the four flows in 1b that traverse
each link in the network of Fig. 1a and compute the slot
requirements they generate for the link.

• Finally, it determines which maximal compatible link sets
need to be used and how many times in each frame, to
cover the rate requirements of all network links. Viewing
links as elements that set different coverage requirements
and maximal compatible link sets as subsets of the full
link set, we can reduce the TDMA schedule derivation
to an instance of the Set Multicover problem and solve it
through a heuristic algorithm (see e.g., [19]). In Fig. 1e,
we provide one such schedule, which maps compatible
link sets to TDMA frame slots for the example of Fig. 1.

D. SDN layer communication delays over TDMA hops

The delays that are experienced by the SDN control mes-
sages in the network depend on both the SDN placement
and the TDMA scheduling. Assume, for instance, that in the
network example of Fig. 1a there is one SDN Controller that is
located at node 5. An SDN control packet generated at node 4
needs to traverse links (4,3), (3,2) and (2,5) to reach the SDN
Controller. The delay to traverse these three hops depends on
how the maximal compatible link sets are scheduled over the
TDMA frame. Under the TDMA schedule of Fig. 1e, if the
SDN control packet arrives sometime during the third slot
of the TDMA frame, it can traverse the first radio hop (4,3)
already in the next slot but it will need to wait 1.5 more slots,
at node 3 to get access to link (3,2) and, even worse, 2.5
more slots at node 2. The overall delay is 5 slots. On the
other hand, if the SDN control packet is generated at node
4 sometime during fifth slot of the TDMA frame, it would
need to wait 3 slots for traversing (4,3) and 3.5 more to cross
(3,2). It would still need to wait for another 1.5 slots for the
final (2,5) hop, for an overall end-to-end delay of 8 slots.
Since a packet may be generated with the same probability
any time within the duration of a TDMA frame, the expected
delay D6,1 experienced by packets in the SDN control path
6 → 5 → 2 → 1 is given by

D4,5 =
1

Ns

Ns∑
n=1

D4,5(n) (1)

where D4,5(n) is the packet end-to-end delay when generated
within time slot n.

Table I reports the expected end-to-end delays Dx,y, x, y ∈
{1, .., 6}, x ̸= y between all node pairs in the topology of Fig.
1a. It is clear that the SDN control path communication delays

2For voice and video streaming flows, the rates correspond to the voice
coding and streaming rates, respectively; for elastic traffic flows, e.g., TCP
controlled, they could be a minimum guaranteed rate allocation.

Table I: Expected pairwise node end-to-end delays (in TDMA
slots) for the network in Fig. 1a under the TDMA schedule in
Fig. 1e.

node id 1 2 3 4 5 6
1 0 4.16 15 26 22 28
2 8.76 0 13 24 13 19
3 10.92 4 0 6.72 15 21
4 12.92 6.12 2.32 0 19 25
5 12.08 3.28 14 25 0 4.8
6 13.08 4.28 15 26 2.36 0

over the TDMA frame are affected by two factors. The first
one is the number of slots assigned to path links. For example,
D3,2 < D3,4 in Table II since link (3,2) is allocated five slots
in the TDMA frame and (3,4) is assigned four slots, although
both nodes 2 and 4 are one-hop neighbors of Controller 3. The
second factor is the distribution of assigned slots within the
TDMA frame, when the assigned slots are two and more. In
Table I D1,2 < D3,4, although both (1,2) and (3,4) represent
one hop paths and are assigned four slots in the TDMA frame.
However, the slots assigned to link (1,2) are equidistantly
distributed over the frame. The more uniform the distribution
of slots over the frame is, the smaller the TDMA access is
delay [1].

III. COORDINATED SDN CONTROLLER PLACEMENT AND
TDMA SCHEDULING

A. Controller placement revision policies

The SDN Controller placement process determines the
location of SDN Controllers in the network and the resulting
Controller-switch node associations that satisfy certain delay
and reliability requirements. In the remainder of the paper,
we focus on the single SDN Controller case, leaving the
multiple Controllers’ case as future work. With a single SDN
Controller, the placement process is considerably simplified:
the Controller is placed at the node that minimizes the average
(k-median problem) or worst-case (k-center problem) delays
over all Controller-to-Switch node pairs across the network.

However, as the network nodes move around and traffic
flows enter/leave the network, they cause changes in the
TDMA schedule and the delays experienced at the SDN layer,
as discussed in section II-D. We may, hence, identify three
different policies regarding the frequency at which the SDN
placement is revised, each representing a different trade off
between responsiveness to changes and overhead in terms of
information exchange in the network:

• Static placement (no adaptation): the SDN Controller
placement does not change over time. This policy yields
the highest delays and it is aimed as a reference for
comparison, rather than a realistic alternative.

• Joint SDN placement and TDMA scheduling: On the
other extreme, the SDN Controller placement could be
updated every time the TDMA schedule changes. This
is a policy that implies maximum adaptability to the
changes happening in the network, but also the highest
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overhead. It demands that the SDN Controller placement
and the TDMA schedule are jointly derived every time
there is a topological or traffic change in the network and
sets a lower bound on the delays between the Controller
and the other nodes.

• Periodic revision of the SDN controller placement: In
practice, the two operations take place at different time
scales. TDMA schedules track closely and adapt to
the short-term changes in network topology and traffic,
whereas the SDN controller placement may be revised
over longer intervals to cope with possible high delays at
the SDN control plane.

B. SDN-aware TDMA scheduling

On the other hand, the TDMA scheduler has some degrees
of freedom in the way it treats SDN control plane traffic. These
relate to:

The allocation of slots to SDN control paths: As a
baseline practice, the schedule will ensure that at least one
slot is allocated to all links in the network, irrespective of
whether they serve data traffic flows or not, so that all SDN
control messages can be served. A more SDN-aware TDMA
scheduling would book additional slots for links that serve
more SDN control traffic. For example, in the network of
Fig. 1a, if the SDN Controller is placed at node 1, links (1,2)
and (2,1) mediate the communication of the Controller with
all nodes 2-6. A one-slot-every-K SDN control paths policy
would book one slot for every K SDN control paths served
by a link. With K = 3, for instance, links (1,2) and (2,1)
would be assigned one more slot in the TDMA frame (since
they serve 5 SDN control paths each). More precisely, with
this policy, a link is assigned ⌈P/K⌉, where P is the number
of SDN control paths traversing the link.

The ordering of maximal compatible link sets in the
TDMA frame: Τhe delay experienced by data over each
single radio hop may change considerably depending on the
way the required maximal compatible link sets are mapped
to TDMA frame slots. This delay decreases as the slots
reserved for each link are spread over the TDMA frame rather
than when they are assigned back-to-back [1]. Moreover, for
data flows traversing multiple TDMA hops on their path, the
end-to-end delay is reduced when the order of the maximal
compatible link sets in the frame is aligned with the flow
path, i.e., the sets succeed each other in the frame, ideally
back-to-back, giving rise to flow paths. This way, once a
packet gets a slot to traverse the first TDMA hop, it can
traverse the remaining ones without additional “transit” delay.
Therefore, an SDN-aware TDMA scheduler could seek to
align the mapping of maximal compatible link sets to TDMA
frame slots with SDN control paths,Fig. 2 provides such a
schedule and Table II reports the smaller pairwise end-to-end
delays that result from it. We have used a greedy algorithm to
derive such a mapping. Input to the algorithm are the maximal
compatible link sets and the times each has to appear in the
TDMA frame to cover the rate requirements of each network
link (see section II-C). The algorithm is executed sequentially
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Figure 2: Alternative way to schedule maximal compatible link
sets over the TDMA frame for the example of Fig. 1 in line
with SDN control paths when node 1 is the SDN Controller.
Numbers in bold mark SDN control paths, e.g., (1) → (8) →
(10), (1) → (3) → (5), (6) → (4) → (2), (9) → (7) → (2)).

for each slot. All remaining link sets are scored according to
the number of SDN control paths they can “progress” with. A
maximal compatible link set progresses with an SDN control
path when it includes the next hop link on that path. For
instance, in Fig. 2, the link set {((2), (5), (10)} progresses
two SDN control paths, the 1 → 2 → 3 → 4 path from
the Controller 1 to node 4 over links {(1), (3), (5)} and the
1 → 2 → 5 → 6 path from Controller 1 to node 6 over links
{(1), (8), (10)}. The maximal compatible link set that holds
the maximal score in the given slot (or one of those with the
highest score, if they are more than one) is assigned to the slot
and we increase by one a counter that logs how many times
it has been used in the frame. When a maximal compatible
link set reaches the number of times it has to appear in the
frame, it is removed from further consideration. The algorithm
terminates when this limit is reached by all input sets.

Management of spare capacity: When the user demand is
low/medium and does not fully utilize the TDMA frame slots,
the spare capacity (e.g., the five slots in Fig. 1e or Fig. 2) are
typically distributed in round-robin fashion to ongoing user
data traffic flows; for instance, to elastic TCP-controlled traffic
flows that could benefit from additional capacity and scale
up their throughput. An SDN-friendly TDMA could prioritize
links serving SDN control paths when doing so.

IV. NUMERICAL EVALUATION

A. Methodology

We study how the SDN controller placement interacts with
the TDMA scheduling function in tactical MANETs. The
three SDN Controller placement policies in section III-A and
the three TDMA mechanisms for prioritizing SDN control-
plane traffic in section III-B are tested over a number of

node id 1 2 3 4 5 6
1 0 4.6 14 15 15 16
2 6.44 0 13 14 13 14
3 9.2 3.68 0 5.84 16 17
4 10.2 4.76 2.2 0 17 18
5 8.28 3.08 16 17 0 5.32
6 9.28 4.2 17 18 2.44 0

Table II: Expected pairwise node end-to-end delays (in TDMA
slots) for the network in Fig. 1a under the TDMA schedule in
Fig. 2.
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Topology snapshot 1 Topology snapshot 12 Topology snapshot 21 Topology snapshot 66

Figure 3: Four network topology snapshots out of the Anglova mobility traces that were used in our numerical evaluation.

distinct network snapshots. Each network snapshot is uniquely
specified by the union of the network topology, as this re-
sults from the mobility of the MANET nodes, and the set
of user data traffic flows that are served by the network.
For the MANET node mobility, we have used the publicly
available traces of the Anglova scenario [20]. In particular,
we track the movement of a company of 24 nodes (company
1) during the troop deployment phase (vignette 2) that lasts
7800 seconds. We capture snapshots of the nodes’ locations in
(latitude, longitude) pairs every 100 seconds and construct the
related digraphs (topology snapshots) after converting these
coordinates to pairwise node distances and factoring in radio
link parameters. Four of those graphs are shown in Fig. 3.

Then, for each of these 78 graphs, we generate 12 different
traffic flow sets, distinguishing between low/moderate and
heavy demand scenarios. The difference between the two lies
in the number of spare slots in the TDMA frame, as shown
in Fig. 4. The number of traffic flows in each set follows
a uniform distribution in [3,5] for moderate demand and in
[7,8] for heavy demand. In both cases, the flow source and
destinations nodes are picked randomly, their rate requirements
(in slots) are also uniformly sampled in [1,4] and their routing
paths are computed as shortest paths over the graph. Overall,
we get approximately 936 (78 graphs x 12 flow sets) distinct
network snapshots for each of the two demand scenarios.

Regarding the TDMA parameters, the TDMA frames con-
sist of Ns = 75 slots and the TDMA PHY rate is Rs = 1.5
Mbps so that 1 TDMA slot corresponds to a rate of 20kbps.
We compute four different TDMA schedules for each of the
936 network snapshots: one (called baseline) that does not
implement any of the SDN-friendly mechanisms in section
III-B and three more implementing one mechanism each.
For ease of reference, we list these four scheduling policies
together with the notation subsequently used in plot legends
in Table III.

On the other hand, Under the joint Controller placement-
TDMA scheduling policy and the periodic revision policy, we
simultaneously determine the SDN Controller placement and
the TDMA schedule for each network snapshot or every K
network snapshots, respectively. We do this through a heuristic
iterative process: starting from an initial placement of the
SDN Controller, we compute the SDN-aware TDMA schedule,
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Figure 4: Distribution of reserved slots across the TDMA
schedules corresponding to the 78x12 network snapshots,
under low and heavy demand

which in turn may change the SDN Controller placement and
generate a new TDMA schedule. The iterations end when
there is convergence, i.e., the SDN Controller location and the
TDMA schedule do not change any more. The solid math-
ematical formulation of the joint SDN Controller placement
and TDMA scheduling problem, its characterization and a
more exhaustive search for efficient solution algorithms is an
interesting direction for future work.

Irrespective of how the SDN Controller placement and
TDMA schedule are derived, we measure the expected com-
munication delays (in TDMA slots) in the 23 SDN control
paths from the SDN Controller to the other twenty three nodes
so that we come up with two sets of 21.5K such values, called
measurement points, for the 936 network snapshots, one for
each demand scenario. We compare the different policies with
respect to statistics of these delays, including their distribution,
averages and worst-case values. We also record the worst
delay (in TDMA slots) among every network snapshot, under
different combinations of scheduling and controller placement
policies, concerning both low/moderate and high demand
scenarios, depicted in Table IV. We used Python scripts for
generating the network snapshots out of the original Anglova
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Legend notation Description
baseline no SDN-aware policies
spare baseline + prioritization of SDN control messages

when spare capacity is available
bonus(K) baseline + additional slots to links in SDN control

paths with priority: 1 more slot every K served paths
path-ordered baseline + ordering of maximal compatible link sets

in the TDMA frame in line with SDN control paths

Table III: TDMA scheduling policies and notation

traces in EMANE and the MATLAB simulation environment
for the remaining analysis.

B. Numerical results

1) Controller placement policies with baseline TDMA
scheduling: The first set of experiments sets a reference for the
achievable communication delays on SDN control paths under
the three SDN Controller placement revision policies. Figures
5 and 6 plot the empirical cumulative distribution of these de-
lays when these policies are applied over the baseline TDMA
scheme, under low/moderate and high demand, respectively.
In line with intuition, when the tactical network undergoes the
complexity of updating the SDN Controller placement every
time the TDMA schedule is revised, the encountered SDN
control path delays are the smallest. Notably, the delays under
this policy are less sensitive to the demand scenario, exhibiting
worst-case values in the order of one TDMA frame (75 slots).

On the contrary, under the static case, the worst-case delay
almost doubles, compared to joint case, as shown in Table
IV, for both low demand scenario (52, 102 slots) and high
demand scenario (65, 120). The performance of the periodic
Controller placement update is better shown in Fig. 5b and Fig.
6b. Tuning the update frequency of the periodic policy (every
5, 10, 20 topology snapshots corresponding to 60, 120 and
240 network snapshots, respectively) we can span the delay
space that is bounded by the joint policy (at the low end) and
the static one (at the high end).

2) SDN-aware TDMA scheduling policies over fixed con-
troller placement: In the second set of experiments, we fix the
location of the Controller throughout the network snapshots
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Figure 5: SDN control path delays under the three Controller
placement revision policies and baseline TDMA scheduling:
low/moderate traffic demand
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Figure 6: SDN control path delays under the three Controller
placement revision policies and baseline TDMA scheduling:
high demand
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Figure 7: SDN control path delays under SDN-aware TDMA
scheduling and static SDN Controller placement.

and compare the three SDN-aware TDMA scheduling policies
in Table III. The implication is that, instead of struggling
to update the Controller placement every time something in
the network changes (topology or user data traffic), we could
stick to what we have at the SDN plane and try to gen-
erate TDMA schedules that are SDN-friendly (SDN-aware).
We plot the empirical cumulative distribution of the delays
experienced by the controller in Fig.7. Path-ordered/ordering
scheduling policy outperforms the rest scheduling policies in
every demand scenario. The other two policies have a less
dramatic impact, which is also sensitive to the amount of
data traffic. Hence, under high demand, the TDMA capacity is
scarce and there is little margin to allocate more slots to links
involved in SDN control paths. The results essentially confirm
the compensatory effect that path-ordered scheduling policy
can have upon the SDN control path delays, when in worst
cases results to minimum delay against the other policies, as
recorded at fourth row of Table IV.

3) Periodic Controller placement revision over TDMA
scheduling policies: The final set of experiments presented
in Fig.8 combines the periodic update of SDN Controller
placement with the different SDN-aware TDMA scheduling
policies. The main take away from these experiments, is that
ordering the maximal compatible link sets in the TDMA frame
in line with SDN control paths and updating periodically
controller’s placement yields delays that are comparable to
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Figure 8: SDN control path delays under SDN-aware TDMA
scheduling and periodical revision of the Controller placement
every 10 topology snapshots

Table IV: Worst-case controller-to-switch delays (in TDMA
slots) under different combinations of scheduling and con-
troller placement policies for each demand scenario (low, high)

.

TDMA schedule Joint Periodic(10) Static
Baseline 52, 65 85, 101 102, 120

Spare -,- 78, 85 87, 92
Bonus(3) -,- 81, 90 91, 101

Path-ordered -,- 64, 74 73, 85

what we get with the joint SDN Controller placement policy
for both demand scenarios. We notice a significant reduction
of those delays, in particular under high demand and in terms
of worst-case values depicted in Table IV.

V. CONCLUSIONS

In this work, we studied the interplay between the SDN
Controller placement and TDMA scheduling functions in
tactical TDMA mobile ad hoc networks. We described three
ways in which the TDMA scheduler could become SDN-
friendly and reduce the experienced delays over SDN control
paths. This helps SDN become more responsive to the dynamic
topology and workload of the network, while reducing the
overheads of frequently updating the SDN Controller place-
ment. Being experimental, our study has considered concrete
algorithmic solutions for the actual controller placement prob-
lem and the derivation of the TDMA schedule. Although
we might see some differentiation in the precise numbers
when using alternative solutions, we expect the qualitative
conclusions of this study to persist.

One direction for future work, already outlined in section
IV-A, is the mathematical formulation and characterization of
the joint SDN controller placement and TDMA scheduling
problem. A second direction, with both analytic and experi-
mental goals, is the extension of the study to scenarios with
multiple SDN Controllers, each controlling a subset of the
tactical network nodes. In that case, controller-to-controller
delay should also be taken into consideration.
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