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A B S T R A C T

The capacity region (CR) of a wireless ad hoc network describes in detail the network’s ability to carry
traffic when operating optimally. However, the volume of measurements required to determine exactly the
CR of a deployed network typically increases very fast with its size. We introduce a digital twins approach
for estimating (i.e., measuring approximately) the CR of deployed networks using a modest number of
measurements as well as estimates of measurements derived using online machine learning. The CR estimate
may be thought of as the state of a digital twin of the network. We apply the methodology to an experimental
network of 16 Raspberry Pi nodes using IEEE 802.11.

Furthermore, to showcase the utility of having a digital twin of the network, we compare the experimental
network performance of the well-known Optimized Link State Routing (OLSR) protocol with both the
theoretically optimal performance of the digital twin derived using the CR estimate and the experimental
network performance of a novel, CR-inspired centralized protocol that creates network-wide time divisions
based on the CR estimate; the performance of the latter protocol is found to be superior to that of OLSR and,
more importantly, the three-way comparison provides important insights.
1. Introduction

Wireless ad hoc networks have been investigated for several decades
now due to their ability to provide connectivity through multihop
routing in cases where installing wired infrastructure is impossible
or impracticable; they are currently being investigated for use in,
e.g., satellite [1], sensor [2], Internet of Things [3], and vehicular [4]
applications as well as distributed learning settings [5].

The fundamental capacity of a wireless ad hoc network to carry
traffic when operating optimally can be described in detail in terms
of its capacity region (CR), a properly defined multidimensional set
consisting of achievable combinations of data rates. Unfortunately, the
complexity of describing the CR typically increases very fast with the
size of the network [6–8].

Motivated by this complexity, in this work firstly we develop the
Sequential Expansion Algorithm (SEA), with which the CR can be
estimated (i.e., measured approximately) using a manageable volume
of measurements that must be scheduled and collected at a central
network controller. The basic idea of the algorithm is to discover, by

✩ This work has appeared in preliminary, conference form in Thomas et al. (2021). A detailed exposition of the testbed used in this work appears in Thomas
and Toumpis (2023) and is not included here. Research conducted by N. Smyrnioudis while he was a student at AUEB.
∗ Corresponding author.

E-mail address: toumpis@aueb.gr (S. Toumpis).

measurements, progressively larger sets of links that can be simul-
taneously active without excessively interfering with each other (as
determined by checking for a set of interference-centric link strength
conditions), by adding single, sufficiently strong links to such sets
already discovered; we start the first iteration by combining singleton
sets comprising single, sufficiently strong links. We implement this
algorithm to a wireless network testbed comprised of 16 Raspberry Pis
to arrive at an estimate of its CR.

Secondly, we show that the CR estimate can be gainfully utilized
by a novel traffic optimization protocol, called the Network-Wide Time
Division (NWTD) algorithm. NWTD is executed by the central network
controller that specifies efficient time division schemes for the network
based on solutions of a traffic optimization problem that models the
network through the CR estimate. With this approach the network can
significantly improve its performance (by around 34% in our reported
experiment) with respect to the conventional distributed approach of
using IEEE 802.11 together with a routing protocol (here, OLSR). The
theoretical optimal performance using the CR estimate also provides
valuable intuition. Therefore, we follow the Digital Twins approach of
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optimizing the operation of a physical twin (that comprises the wireless
nodes, the wireless channel, and the network controller) based on
mathematical optimization taking place in a digital twin (that comprises
SEA, the CR estimate, and an optimization module).

Regarding the novelty of our contributions, to the best of our
knowledge, this work is the first to introduce a practicable method for
estimating the CR of wireless ad hoc networks and then a method for
utilizing the CR estimate (in particular using a Digital Twins approach)
without resorting to a binary interference assumption (cf. [9] and
Section 2.2). It is also the first to use ML in order to estimate the data
rates of sets of interfering links.

Regarding our prior related work, we note that a preliminary ver-
sion of this work appeared in [10]. That work included measurements
using a preliminary 5-node network that provided inspiration for the
development of this work. In the work at hand, which reports results
from a 16-node network, the interference-centric link strength condi-
tions and SEA (i.e., the key theoretical contributions of this work)
have been significantly expanded, the assumptions on the network that
delineate the scope of our work have been modified in their essential
aspects, we introduce the digital twins approach (in particular the
NWTD algorithm), and we compare the performance of NWTD with
OLSR. Also, we note that in [11] we present in depth our developed
testbed; here, that work is mentioned where appropriate but is neither
repeated nor extended.

The rest of this paper is organized as follows. In Section 2 we present
background and related work. In Section 3 we develop our mathemat-
ical framework. In Section 4 we present SEA and also introduce the
NWTD protocol. In Section 5 we present our experimental results. In
Section 6 we discuss the limitations of our work and future research
directions, and in Section 7 we present our main conclusions.

2. Related work

2.1. Capacity region definitions

The problem of determining theoretical upper bounds on the capa-
bilities of wireless networks has attracted significant sustained interest
ever since the publication of the seminal work in [12]. There, it was
shown that, under a uniform placement of nodes on a plane, if each of
the 𝑛 nodes selects at random a single destination for its packets, then
each of the resulting 𝑛 streams can have a data rate on the order of
𝑛−

1
2 .
However, there are 𝑛(𝑛−1) potential unicast source–destination pairs

in the network, each of them with a possibly different target data rate,
which means that the capabilities of the network cannot simply be
defined in terms of a single number, but rather a suitably defined CR.

There is, however, no single universally adopted definition of the CR
of a network. In all related investigations (e.g., in [6,9,13–17]) the CR
is indeed a multidimensional set that provides a complete description
of the network’s capabilities to carry traffic when operating optimally,
but details differ and various related definitions have been investigated.

In particular, in some cases (e.g., in [6,16]), the CR is the set of all
combinations of data rates achievable by the source–destination pairs
in the network; in some other cases (e.g., in [18]), as in this work,
the CR is the set of all combinations of data rates achievable by the
transmitter–receiver links. (Note that a node acting as data source and
a node acting as data destination might be at disparate locations in the
network, thus necessitating the transmission of packets along numerous
links placed in between them, each comprising a transmitting node and
a receiving node.) Different choices have also been made on what is
subject to optimization: in works with a stronger information-theoretic
flavor (e.g., [14]), the optimization is over wide swaths of the protocol
stack; in network optimization works, such as [6,16,17] as well as this
work, many aspects of the network operation, such as the physical
layer and the MAC protocols used, are fixed and not subject to any
2

optimization.
However, in all except special cases, due to the many degrees of
freedom that wireless networks possess and the fact that simultane-
ous transmissions typically interfere with each other in a non-trivial
manner, the shape of the CR is very complex to describe. In fact,
various flow optimization problems involving the CR are known to be
NP-complete [8,19,20].

This complexity is regrettable, as there are two important advan-
tages of knowing the actual CR of a deployed network, even ap-
proximately. Firstly, if the CR is known, we can use it to solve flow
optimization problems optimally and compare the optimal solutions
with the actual performance achieved by current protocols; this pro-
vides us with an absolute measure on how good these protocols are.
Secondly, this process sheds light on the inefficiencies of current proto-
cols and allows us to build better, CR-inspired ones, that operate closer
to the optimal. Our work here exemplifies these advantages.

2.2. Wireless ad hoc network measurements

Due to the aforementioned descriptive complexity of the CR, pub-
lished investigations focusing on CRs have typically been theoretical
in nature, eschewing measurements, with the CR defined using mathe-
matical models instead. This is regrettable, as mathematical modeling
cannot always adequately capture the complexities of the wireless
medium, the operation of the various elements of the protocol stack,
and the interplay between them.

A notable exception is the work in [21]; there, however, the
measurement-based CR model used is based on the commonly used
assumption that interference is binary, i.e., two links that transmit
simultaneously either do not interfere with each other at all or both
fail to transmit anything [22,23]. This assumption simplifies the es-
timation of the CR significantly, because once the interfering link
pairs are found, the CR can be given in terms of the maximal sets
of non-interfering links, without the need of any more measurements.
However, the assumption does not hold in general and, in particular,
our testbed [11], and so is not employed here. Furthermore, even with
this assumption, computing all maximal sets of non-interfering links
is still computationally intensive (in [21] the problem is reduced to a
maximum weight independent set (MWIS) computation, which is still
NP-hard).

To the best of our knowledge, the research work presented here is
the first in which a method for estimating the CR of a wireless multihop
network is proposed, implemented, and evaluated at a testbed, without
relying on the aforementioned binarity assumption or any other one
that dispenses with measuring anything more than the interference
between link pairs.

2.3. Machine learning

There is a significant body of work accumulated on the wider topic
of Machine Learning (ML) techniques in wireless network settings [24].
Relatively close to our work, in [25–27] ML techniques are used to pre-
dict the downlink data rate of specific links in a cellular setting; in [28]
a three-stage ML-based technique is used for passively identifying link
faults; in [29] two different ML algorithms are used to detect a variety
of anomalies in a wide area network; in [30] the authors propose the
scheduling of links using a deep neural network that accepts as input
the locations of nodes alone.

As part of this work, and with the goal of minimizing the volume of
measurements needed for estimating the CR, we use a standard deep
neural network (DNN) to perform regression on the data rate vectors
of sets of simultaneously transmitting, and hence mutually interfering,
links, based on the previously measured data rate vectors of other sets
of simultaneously transmitting links. Therefore, we use ML to predict
the effects of interference within sets of competing links of a wireless
networks; to the best of our knowledge this aspect of our work is novel.
We stress, however, that the ML module we use is a standard DNN, and

not novel.
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2.4. Centralized control: Software defined networking and digital twins

We note that our network controller is akin to Software Defined
Networking (SDN) controllers used in WiFi [21,31], cellular [32], and
ad hoc [33–35] networks. In particular, an SDN-type network controller
was also used in the aforementioned work in [21] to measure the CR,
using the binarity assumption, and then utilize it, in particular for
performing backpressure routing on modified transmitters that do not
employ the MAC layer of IEEE 802.11. Our controller, on the other
hand, activates transmitters according to a time-division schedule that
does not take into account buffer sizes, as backpressure does, and with
which in each slot nodes employ the IEEE 802.11 MAC layer.

A Digital Twin (DT) is a virtual representation of a physical system,
referred to as the Physical Twin (PT) [36]. The DT is aimed to be an
accurate representation of the PT and its state must track as close as
possible the state of the PT through a suitable communication medium.
DTs are useful in a variety of contexts. Notably, optimal policies for
the DT can be discovered, and then the PT can be instructed to follow
these policies. However, there are other applications, such as anomaly
detection (involving security breaches), prediction, and counterfactual
analysis (where we investigate the effects of potential system changes).

The DT concept has been applied extensively, over the last decade,
in the context of smart manufacturing and Industry 4.0 [36]. However,
recently it has received significant attention within the wireless net-
working community [37]. Indeed, on one hand wireless networks can
provide the communication link between the DT and the PT (‘‘wireless
for twins’’ research). On the other hand, constructing and maintaining
a DT of a wireless network can help optimize its operation (‘‘twins for
wireless’’ research) [37].

In our work, which falls on the latter research thrust, the PT
comprises the wireless nodes, the wireless channel, and the network
controller, whereas the DT comprises the SEA, the CR estimate (which
acts as the DT state), and an optimization module.

3. Capacity region model

3.1. Wireless network utility maximization problem

We model our network as a directed graph whose vertices corre-
spond to the nodes and edges correspond to unidirectional communi-
cation links between the nodes. Let  be the set of nodes,  be the set
of links, and 𝑁 and 𝐿 be their respective sizes. The precise connectivity
in the network can be succinctly given in terms of the 𝑁×𝐿 adjacency
matrix 𝐴 defined as follows:

𝐴𝑛𝓁 =

⎧

⎪

⎨

⎪

⎩

1, if 𝑛 is the transmitter of 𝓁,
−1, if 𝑛 is the receiver of 𝓁,
0, otherwise.

We model the transport of data in the network in terms of two
ectors: the 𝐿-dimensional flow vector, 𝑥, whose component 𝑥𝓁 ≥ 0,
= 1,… , 𝐿, is the average (over time) rate with which data flows

cross link 𝓁, and the 𝑁-dimensional divergence vector, 𝑠, whose
omponent 𝑠𝑛, 𝑛 = 1,… , 𝑁 , is the average (over time) data rate with
hich node 𝑛 inserts data into the network (therefore, if 𝑠𝑛 < 0, node
is removing data with rate −𝑠𝑛). The vectors 𝑥 and 𝑠 describe average

over time) rates in order to take into account networks in which the
nstantaneous data rates vary with time, due to the effects of medium
ccess control, transmission adaptation, etc. As data must be conserved:

𝑛 =
∑

𝑚∶(𝑛,𝑚)∈
𝑥𝑚 −

∑

𝑚∶(𝑚,𝑛)∈
𝑥𝑚, 𝑛 = 1,… , 𝑁,

hich, in matrix notation, and treating, from now on, all vectors also
s column matrices, simply becomes 𝑠 = 𝐴𝑥.

We model the traffic needs of each node 𝑛 in terms of a utility
unction 𝑈𝑛(⋅), such that a divergence 𝑠𝑛 offers node 𝑛 a utility 𝑈𝑛(𝑠𝑛).
3

ach utility function can be used to implicitly constrain the respective
ivergence to lie in a specific set, by setting it to be −∞ outside that
et.

Finally, we define the capacity region  to be the subset of [0,∞)𝐿

hat contains all flow vectors 𝑥 that are achievable by the network,
iven the constraints imposed by the hardware, the protocols, and the
ireless medium.

In this context we arrive at the following flow optimization problem:

Wireless Network Utility Maximization Problem (WNUM) —
Abstract Form

maximize: ∑𝑁
𝑛=1 𝑈𝑛(𝑠𝑛),

subject to: 𝑠 = 𝐴𝑥, 𝑥 ∈ .
(1)

Observe that the parameters 𝐴 and  describe the properties of the
etwork, the parameters 𝑈𝑛(⋅) describe the traffic needs of the nodes,
nd the parameters 𝑠 and 𝑥 are subject to optimization.

.2. Assumptions on the network

In Section 3.1 the CR was defined but its shape was left abstract.
n Section 3.3 we will develop a specific model for it, based on three
ssumptions which we now present.

ssumption 1. At each time instant the network controller (or the nodes
ollectively, if there is no network controller), can select which of the links
re active or not, but all other properties of the link transmissions on the
hysical layer, such as the bandwidth of a potential subchannel that the link
ill use, its transmission power, its specific modulation and coding scheme
MCS), etc., are not subject to optimization

Therefore, since there are 𝐿 links, it follows that as far as transmis-
ions are concerned, the network can be set to be, at any given point in
ime, in one among 2𝐿 states, each state being a distinct subset of links
⊂ . We refer to these states as transmission modes (TMs). Also,

et the size | | of the TM  be the number of its links. Finally, we will
lso refer to the TM that the network is in at a given time instant, as
ell as its links, as active.

ssumption 2. There is a data rate 𝑅𝓁( ) ≥ 0 and a finite amount of
ime 𝑇𝓁( ) > 0, such that when TM  is continuously active, the average
ink data rate of 𝓁 can be made (either by the network controller, or the
odes collectively, if there is no network controller) to converge, within time
𝓁( ), to any value at most equal to 𝑅𝓁( ), irrespective of the average link
ata rates achieved by other links in 

Intuitively, each active link causes a fixed amount of interference
o the rest of the active links, irrespective of its data rate, so that each
ctive link 𝓁 can be used by the network controller for transporting
p to a maximum data rate 𝑅𝓁( ). We associate with each TM  its
orresponding transmission mode rate vector (TMRV) 𝑅( ) which
s an 𝐿-dimensional vector whose 𝓁-th coordinate is 𝑅𝓁( ), if link 𝓁
elongs to the TM, and equal to 0 otherwise.

ssumption 3. The average link data rate with which a link 𝓁 can
ransport data when a TM  is active, even if  is not continuously active,
s always at most equal to the rate 𝑅𝓁( ).

In more detail, suppose that in the time interval [𝑡𝐴, 𝑡𝐵]  was active
or a set of non-consecutive intervals of total duration 𝐷 ≤ 𝑡𝐵−𝑡𝐴, while
n the rest of the time interval [𝑡𝐴, 𝑡𝐵] other TMs were active. Let 𝐵 be
he total amount of data transported across link 𝓁 while  was active.
he assumption states that we must have 𝐵

𝐷 ≤ 𝑅𝓁( ). Intuitively, using
the TM in a sequence of non-consecutive activations of arbitrary duration
in between other TMs cannot help the network controller improve the
performance of the TM with respect to the steady state described in
Assumption 2.

To illuminate the TM concept and the quantities defined so far, in
Fig. 1 we present three TMs in the case of a simple network model
comprising four nodes and seven links. We also plot the average data
rates if these TMs were combined in a time division; details appear in
the figure.
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Fig. 1. An example network comprising four nodes, indexed 1, 2, 3, 4 and seven links, indexed

(1, 2), (2, 1), (3, 4), (4, 3), (3, 1), (3, 2), (2, 4).

We plot 3 TMs,

1 = {(3, 1), (2, 4)}, 2 = {(1, 2), (4, 3)}, 3 = {(2, 1), (3, 2), (2, 4)}

with respective transmission mode rate vectors

𝑅1 = (0, 0, 0, 0, 20, 0, 10), 𝑅2 = (20, 0, 0, 20, 0, 0, 0), 𝑅3 = (0, 10, 0, 0, 0, 10, 10).

Link data rates 𝑥𝑖𝑗 not denoted in the figure are equal to 0. A time division comprising 50% by 1, 25% by 2, and 25% by 3 corresponds to average data flows and divergences
shown on the bottom right and leads to a time division rate vector

0.5𝑅1 + 0.25𝑅2 + 0.25𝑅3 = (5, 2.5, 0, 5, 10, 2.5, 7.5).

.

3.3. Capacity region model

Given a set {1,… , 𝐾} of 𝐾 distinct TMs, with corresponding
TMRVs 𝑅1,… , 𝑅𝐾 , we define their time division (TD) set as the
𝐿-dimensional set

({1,… , 𝐾}) ≜
{

𝑥 ∈ R𝐿 ∶ 0 ≤ 𝑥 ≤
𝐾
∑

𝑘=1
𝑎𝑘𝑅𝑘,

𝐾
∑

𝑘=1
𝑎𝑘 = 1, 𝑎𝑘 ≥ 0, 𝑘 = 1,… , 𝐾

}

.

We refer to the elements of ({1,… , 𝐾}) as time division rate
vectors (TDRVs), and collectively to both TMRVs and TDRVs simply
as rate vectors (RVs).
4

The TD set of the set of TMs {1,… , 𝐾} is an important concept
of our methodology because it contains exactly those RVs 𝑥 that are
achievable (in the sense that their components are average link data
rates that are simultaneously achievable) if the network is restricted to
operate using these TMs.

To prove this property, first, let some vector 𝑥 belong to
({1,… , 𝐾}), for some suitable choice of a vector 𝑎. Then, let the
network operate under a time division scheme in which each TM 𝑘
is active for a percentage of time equal to 𝑎𝑘, for 𝑘 = 1,… , 𝐾 and,
furthermore, all TMs are left continuously active for amounts of time
sufficient for their link rates to converge to their maximum values,
according to Assumptions 2 and 3, before activating the next TM. Then,
the average data rate of each link 𝓁, across the complete time division,
will be ∑𝐾 𝑎 𝑅 . However, if this time division is maintained but
𝑘=1 𝑘 𝑘,𝓁
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Fig. 2. A simple, two-dimensional CR of a network with only two links and four
transmissions modes with rate vectors 𝑅00, 𝑅01, 𝑅10, and 𝑅11 (subscripts denote which
links are active). The CR, computed using (2), is denoted in gray. Note that the RVs 𝑅01
and 𝑅00 do not contribute to the CR. As an example of the importance of allowing the
underutilization of links, note that the CR can be written as the union of two regions,
 and , divided by the dashed line.  is the convex hull of the four RVs and so any
point in  can be achieved by a time division of the respective TMs without an active
link being underutilized. The points in , however, can only be achieved if the TM
corresponding to 𝑅11 is used but its two links are underutilized.

now each link 𝓁 is underutilized, as Assumption 2 allows, by some
appropriate data rates in some of the TMs, its average data rate can
become equal to the given value 𝑥𝓁 ≤

∑𝐾
𝑘=1 𝑎𝑘𝑅𝑘,𝓁 . Therefore, 𝑥 is

achievable by the network.
Inversely, let some vector 𝑥 that is achievable if the network is

restricted to operate using the set of TMs {1,… , 𝐾}. Let 𝑎𝑘 ≥ 0,
𝑘 = 1,… , 𝐾 be the percentages of time for which the respective TMs are
employed to achieve 𝑥. As the variables 𝑎𝑘 are time percentages, they
must sum up to 1. Furthermore, 𝑥 will be by definition nonnegative and
at most ∑𝐾

𝑘=1 𝑎𝑘𝑅𝑘, componentwise, as each term of this sum expresses
the vector of maximum possible (due to Assumptions 2 and 3) average
data rates transferred when each TM 𝑘 is active for the time percentage
𝑎𝑘. Therefore, 𝑥 belongs to ({1,… , 𝐾}).

Finally, the CR of the network is simply defined to be the TD set of
all TMs:

 ≜ ({1,… , 2𝐿}). (2)

To clarify the definition of the CR, in Fig. 2 we present the CR of a
toy example network comprising only two links.

We note that this definition of the CR is related to the definitions
of the CR used in [6,8], in the sense that in all cases CRs are created
by combining the set of elements describing all the distinct ways
with which the network can operate. In the case of [6], however, the
elements are 𝑛 × 𝑛 rate matrices, where 𝑛 is the number of nodes in the
network, and the CR describes the combinations of source–destination
data rates that are achievable in the network; a similar approach is
adopted in [8], although the CR is not specified explicitly there. Here,
the elements are transmitter–receiver data rates. In computing the CR,
this approach is advantageous because the CR has a much smaller
dimension (𝐿 instead of 𝑛2) and its shape depends on optimal (link)
scheduling and not on optimal scheduling and routing.

Embedding the CR model in the WNUM problem (1), we have:

Wireless Network Utility Maximization Problem (WNUM) —-
Explicit Form

maximize: ∑𝑁
𝑛=1 𝑈𝑛(𝑠𝑛),

subject to: 𝑠 = 𝐴𝑥, 0 ≤ 𝑥 ≤ [𝑅1 … 𝑅2𝐿 ]𝑎, 𝑎 ≥ 0, 𝑎𝑇 𝟏 = 1.

(3)

In this form, 𝟏 is a vector of size 𝐾 ×1 whose elements are all equal
to 1, the parameters 𝐴 and 𝑅 ,…𝑅 describe the properties of the
5

1 2𝐿
network, the functions 𝑈𝑛(⋅) describe the traffic needs of the nodes, and
the parameters 𝑠, 𝑥, and the new time division vector 𝑎 are subject to
optimization.

Note that we have defined the CR in terms of 2𝐿 TMs, so in order
to, e.g., solve the WNUM problem in its explicit form, we will have to
measure one by one the 2𝐿 corresponding RVs; however, their number
is prohibitively large in all but the smallest of networks. We stress,
therefore, that this definition is not meant for direct application; rather,
our methodology aims at finding a very small subset of TMs whose TD
set approximates the CR well; this is the topic of the following section.

4. Estimation and utilization of the CR

4.1. Strong TMs

A TM  with RV 𝑅( ) is defined to be strong when two checks, each
with a corresponding set of (possibly multiple) conditions, are success-
ful. Each check is successful only if all its corresponding conditions are
satisfied.

The first check is the topology check; its conditions are the topol-
ogy conditions, CTOP. These conditions only involve information on
the network topology, denoted by N, and do not involve measuring the
RV 𝑅( ), which is a time-consuming process. A variety of choices is
possible for these conditions. For example, one or more of the following
can be used:

• A node cannot be the transmitter of multiple links in  .
• A node cannot be the receiver of multiple links in  .
• A receiver 𝑅 in  and each transmitter in  other than the one

transmitting to it, 𝑇 , must be separated by a distance at least
equal to the distance between 𝑅 and 𝑇 .

The second check is the measurement check; its conditions are
the measurement conditions, CMEA. Checking if these hold requires
measuring 𝑅( ) in the network, which is much more time-consuming.
Again, various choices are possible, depending on the technology used.
For example, one or more of the following can be used:

• All data rates of links in  must exceed a threshold 𝑏.
• For each link in  , the product of its data rate and the physical

distance between the transmitter and the receiver must exceed a
threshold 𝑡.

The rational behind these conditions is that we must declare a TM to
be strong if all its links can help substantially with the transport of
information.

4.2. Identifying strong TMs

Next, we present the routine strong(⋅), which decides if a TM  is
strong or not. Due to the need to make this routine as fast as possible,
we make the compromise that it is allowed to make false negative
errors, i.e., to declare that an actually strong TM is not strong. (The
opposite, i.e., to declare that an actually not strong TM is strong, does
not occur.)

In addition to the checks of Section 4.1, two more checks, with
corresponding sets of conditions, are used. Each check is successful only
if all its corresponding conditions are satisfied.

The first check is the subset check; its conditions are the subset
conditions, CSUB, and involve the set of all measurements M that
have taken place thus far. The idea is to glean information about the
suitability of  based on the suitability of its subsets for which there
are measurements in M. As with the other sets of conditions, various
choices exist. For example, let T be the set of all TMs measured thus
far and found to be strong and the set T𝑐 of all TMs measured thus far
and found not to be strong. Then, one of the following two conditions
may be used.
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•  passes the subset check if all its subsets of size | |−1, i.e., those
subsets created by removing a single link from  , belong in T.

•  passes the subset check unless any of its subsets of size | |− 1
belongs in T𝑐 .

bserve that the second condition is a weaker version of the first. The
ationale behind both these conditions is that we expect that the subsets
f strong TMs must also be strong, for any reasonable choice of the
ther sets of conditions.

The second check is the regression check; its conditions are the
egression conditions, CREG, and involve an online machine learning
odule that has been trained using the aforementioned set M in order

o provide an estimate of the RV 𝑅( ) of  by doing regression.
Different choices exist, first on how to build the ML module and
second on how to utilize the outcome of the regression. Regarding
the first issue, the approach we adopted in the testbed is discussed
in Section 5. Regarding the second issue, one of the following two
conditions could be used, assuming there is only a single measurement
condition (Section 4.1) that all rates of links in the TM must exceed a
threshold 𝑏:

•  passes the check if all the rates of its links are estimated by the
ML module to be greater than the above threshold value 𝑏.

• Water filling:  passes the check if the estimated rates of its
links can all become greater than the above threshold value 𝑏
if they are increased, each by some different amount, such that
the sum of the increases does not exceed the product 𝐾RMS
of an error factor 𝐾, which is a tunable parameter, and the
root-mean-square (RMS) error RMS between past link data rate
measurements and their respective estimations right before each
measurement was taken; the RMS error is calculated using the
last 𝑊RMS RV measurements; however, if there have been fewer
than 𝑊RMS RV measurements, we lack confidence in the current
estimate provided, so we set RMS to a very large value and the
check is automatically successful.

Observe that the first choice is identical to the second choice for the
special case when 𝐾 = 0. The rationale behind these conditions is
that a measurement should be avoided if, based on regression, we are
relatively confident that the TM is not strong.

In the following, we will collectively refer to the topology, mea-
surement, subset and regression checks as strength checks, and their
conditions as the strength conditions.

We now specify the operation of the routine strong(⋅). Given an in-
put TM  , the routine checks if the TM passes the topology conditions;
we denote the respective subroutine with 𝐜𝐡𝐞𝐜𝐤( ,CTOP,N). If the check
is successful, the routine checks if the TM passes the subset conditions;
we denote the respective subroutine with 𝐜𝐡𝐞𝐜𝐤( ,CSUB,M). If that
check is also successful, then the routine checks if the TM passes
the regression conditions; we denote the respective subroutine with
𝐜𝐡𝐞𝐜𝐤( ,CREG,M). If that check is successful as well, then we measure
the RV 𝑅( ) of the TM in the deployed network; we denote the
respective subroutine with 𝐦𝐞𝐚𝐬𝐮𝐫𝐞( ). Finally, we check if the TM
passes the measurement check; we denote the respective subroutine
with 𝐜𝐡𝐞𝐜𝐤(CMEA, 𝑅( )). If that check is also successful, the TM is
declared strong. The pseudocode of the routine is Pseudocode 1.

4.3. Sequential expansion algorithm

The strong(⋅) routine declares a TM to be strong or not. As checking
if all 2𝐿 TMs are strong is impractical, in this section we present the
Sequential Expansion Algorithm (SEA), which judiciously decides
which TMs to check.

The algorithm discovers in sequence progressively larger (i.e., with
more links) strong TMs by adding links to already discovered smaller
strong TMs and checking if the resulting TM is strong. The justification
6

Pseudocode 1: routine 𝐬𝐭𝐫𝐨𝐧𝐠(⋅)
Input:  , CTOP, CMEA, CSUB, CREG, N, M
Output: boolean strong, M

1 begin
2 strong=false;
3 if 𝐜𝐡𝐞𝐜𝐤( ,CTOP,N) AND 𝐜𝐡𝐞𝐜𝐤( ,CSUB,M) AND

𝐜𝐡𝐞𝐜𝐤( ,CREG,M) then
4 𝑅( ) = 𝐦𝐞𝐚𝐬𝐮𝐫𝐞( );
5 M = M ∪ {𝑅( )};
6 if 𝐜𝐡𝐞𝐜𝐤(CMEA, 𝑅( )) then
7 strong=true;
8 end
9 end

10 end

Pseudocode 2: Sequential Expansion Algorithm
Input:  , CTOP, CMEA, CSUB, CREG, N, M
Output: 𝓁 , 𝓁 = 1,… , 𝐿.

1 Set 𝓁 = ∅ for all 𝓁 = 2…𝐿
2 Set 1 the set of all single-link TMs {𝓁} for which 𝐬𝐭𝐫𝐨𝐧𝐠({𝓁})

is true
3 Set 𝓁 = 1
4 while 𝓁 < 𝐿 and 𝓁 ≠ ∅ do
5 for test ∈ 𝐜𝐨𝐦𝐛𝐢𝐧𝐞(1,𝓁) do
6 if 𝐬𝐭𝐫𝐨𝐧𝐠(test ) then
7 𝓁+1 = 𝓁+1 ∪ {test};
8 end
9 end

10 𝓁 = 𝓁 + 1;
11 end

of this approach is that we expect that subsets of strong TMs should
also be strong, therefore supersets of TMs that are not strong need not
be considered.

The pseudocode of the algorithm is Pseudocode 2. The input of
the algorithm is the same as the 𝐬𝐭𝐫𝐨𝐧𝐠(⋅) routine. The output of the
algorithm are the sets 𝓁 , 𝓁 = 1,… , 𝐿, of the discovered strong TMs of
size 𝓁. The algorithm makes use of the 𝐬𝐭𝐫𝐨𝐧𝐠(⋅) routine; in the interest
f succinctness, we do not list that routine’s input variables except the
M.

The algorithm starts with an initialization (line 1), followed by a
reliminary part (line 2), where all strong TMs comprising a single link
re discovered.

The main loop (lines 4–11) uses, in line 5, the routine com-
ine(1,𝓁), which is input the set 1 of strong TMs of length 1 and the

set 𝓁 of strong TMs of length 𝓁 and returns the set of all distinct TMs
of size 𝓁+1 (including those that are not strong) that are comprised of
ne link from 1 and the links of one TM from 𝓁 . Note that no link

can appear multiple times in a TM.
Regarding the main loop’s operation, in its first iteration, when

𝓁 = 1, all single-link TMs of 1 are combined pairwise and the resulting
2-link TMs are added to 2 if found to be strong. More generally, in
the 𝓁-th iteration the TMs in 𝓁 , which were found to be strong in the
(𝓁 − 1)-th iteration, are combined with the TMs in 1 to produce 𝓁+1.

he process continues until, in the check of line 4, no strong TMs were
iscovered in the previous iteration (𝓁 = ∅) or the maximum size of
Ms has been reached (𝓁 = 𝐿).

Having executed SEA in a deployed network, we arrive at a set
f 𝐾 strong TMs, ∪𝐿

𝑙=1𝑙 = { SEA
1 ,… ,  SEA

𝐾 }. Let 𝑅SEA
1 ,… , 𝑅SEA

𝐾 their
respective RVs. Their time division set is a subset of the CR:

 ≜ ({ SEA,… ,  SEA}) ⊆ .
SEA 1 𝐾
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However, due to the manner the set  SEA
1 ,… ,  SEA

𝐾 was compiled
by SEA, we expect that SEA captures enough of the CR so that it can
be used in its place, when solving the WNUM problem, even if 𝐾 ≪ 2𝐿,
resulting in the following, constrained form of the WNUM problem:

Wireless Network Utility Maximization Problem (WNUM) - Con-
trained Form

maximize: ∑𝑁
𝑛=1 𝑈𝑛(𝑠𝑛),

subject to: 𝑠 = 𝐴𝑥, 0 ≤ 𝑥 ≤ [𝑅SEA
1 … 𝑅SEA

𝐾 ]𝑎, 𝑎 ≥ 0, 𝑎𝑇 𝟏 = 1.

(4)

In this optimization problem, the functions 𝑈𝑛(⋅) capture the traffic
requirements of the network’s users, the adjacency matrix 𝐴 and the
rate vectors 𝑅1, 𝑅2,… , 𝑅𝐾 describe the network, and the vectors 𝑥,
𝑎 and 𝑎 are subject to optimization. The optimal values 𝑥OPT, 𝑠OPT,
and 𝑎OPT, which may not be unique, are arrived at jointly, by cen-
trally solving the problem by the optimization module placed in the
digital twin. If the utility functions are convex, which is a common
assumption, the problem is convex. Furthermore, the optimization
problem is separable (i.e., the objective function is a sum of functions
of individual optimization variables) and therefore especially amenable
to algorithms employing duality [38]. In our experiments, the shapes
of the utility functions are such that the problem becomes linear.

4.4. Network-wide time division protocol

Solving the WNUM problem, in either its explicit or constrained
form, we find the optimal value of the objective as well as the asso-
ciated optimal traffic flow vector 𝑥OPT, divergence vector 𝑠OPT, and
time division vector 𝑎OPT. These provide benchmarks that we can use to
evaluate the performance of practical protocols when they are tasked
with achieving the same objectives.

Furthermore, the optimal vectors can be utilized directly, following
a digital twin approach, under which the PT comprises the nodes, the
channel, and the network controller, and the DT comprises SEA, the CR
estimate, and an optimization module.

Under this approach, firstly, the DT executes the SEA, issuing re-
quests to the network controller to initiate measurements for specific
TMs and processing the responses, so as to obtain a CR estimate.
Secondly, the PT and DT together execute the following novel, CR-
inspired Network-Wide Time Division (NWTD) protocol: The network
controller collects the traffic requirements of the network and sends
them to the Digital Twin, which, using the CR estimate and the opti-
mization module, solves the constrained form of the WNUM problem to
arrive at an optimal time division vector 𝑎OPT which it passes back to
the network controller. The network controller then instructs the nodes
to implement the optimal vectors, using a sequence of identical frames,
each frame comprising a set of slots, each slot allocated to a single TM,
such that each TM is active for a percentage of time prescribed by the
respective component of 𝑎OPT; if the vector [𝑅1 … 𝑅𝐾 ]𝑎OPT −𝑥OPT has
positive components, their respective links should be underutilized, as
Assumption 2 allows, to the extent prescribed by these components.

One complication of using the prescribed time division schedule
is that it is possible that during some of the initial frames there will
be slots when nodes will be required to transmit data that they have
not already received. The solution is for the affected nodes to transmit
dummy data whenever this occurs, until they buffer a sufficient volume
of actual data; the resulting effects on the performance will be transient,
and the long-term data rates will not affected.

NWTD is conceptually straightforward to describe and achieves the
optimal performance when the CR is used or, when a CR estimate is
used instead, the best possible performance based on that estimate.
In most cases, however, it will not be practicable because (i) of the
overhead required to determine the CR (estimate), (ii) it is centralized,
(iii) when the network topology changes, due to mobility, fading, or
7

other sources of variations, the CR (estimate) will be obsolete or must
be computed anew, and (iv) when the traffic requirements change, the
time division must also be calculated anew. However we put it forward
as a modest starting point for the development of practicable CR-aware,
protocols following the Digital Twin approach.

5. Experiments

5.1. The testbed

We use Raspberry Pi 4 Model B single-board computers [39]
equipped with 4 GB of RAM, the standard internal IEEE 802.11ac
Network Interface Card (NIC) and an external IEEE 802.11a/n/ac NIC.
Nodes run the Raspberry Pi OS (which is based on Debian) with the
5.4.83-v7l+ kernel version, which comes with the brcmfmac wireless
driver [40] for supporting the internal NIC; however the external NIC
is supported by a proprietary wireless driver. All the used hardware is
off-the-shelf, making the testbed and experiments easy to replicate.

The nodes are placed inside three different floors of a building of
the Athens University of Economics and Business (AUEB) containing
faculty offices and labs (other floors also contain classrooms). Placing
the nodes on multiple floors creates a three-dimensional, hence richer,
topology. Each node is placed in a permanent position in one of the
offices, and is continuously connected to a power outlet. Experiments
run at times when the building is known to be empty or almost empty
of life (i.e., during the night), in order to minimize variations in the
channel and interference by other devices.

Regarding connectivity, each node is controlled by communicating
with an on-site network controller over the control plane and forms
the experimental wireless network with the rest of the nodes over
the data plane. In our testbed the two planes are implemented using
different NICs.

Regarding the control plane, the nodes use their external NICs and
the preexisting WiFi network of the building, which comprises multiple
access points and uses both the 2.4 GHz and the 5 GHz band, to
receive instructions by the network controller at times when there are
no transmissions in the data plane. (In any case, an effort was also
made for the two planes to use non-overlapping channels, subject to the
constraints imposed by the operation of the preexisting WiFi network in
the building, which was not under our control.) The controller enables
the testbed operators to maintain and monitor the correct operation of
all, main and auxiliary, software elements of the nodes, specifies the
operation of the nodes in the data plane according to the instructions
of SEA or the testbed operators, and collects measurements which it
feeds back to them.

Regarding the data plane, it comprises the nodes’ internal NICs
running in ad hoc mode at a 2.4 GHz channel, with all settings at
their default values (in particular, nodes do not exchange RTS/CTS
packets), unless otherwise mentioned. During the execution of the
experiments the wireless configuration utilities of Raspbian (iwconfig,
iwlist, and wl) report that ‘‘IEEE 802.11’’ is enabled with ‘‘unknown bit-
rate information’’ in ‘‘Ad-hoc’’ mode, and the nodes select automatically
the MCS, according to their perceived radio quality and firmware.

Regarding the data plane channel, we selected a channel in the
2.4 GHz band as opposed to the 5 GHz band because, firstly, the
resulting topology in the 5 GHz band was sparser and hence easier to
optimize on and, secondly, because, as reported in [11], data rates in
the 5 GHz band were less volatile. Therefore, in this sense the 2.4 GHz
band represents more interesting conditions.

Here we report results for two experimental network topologies,
both shown in Fig. 3. The first network topology comprises 6 nodes,
and the second one 16 nodes. In the figure, nodes with different shades
are in different floors (the lighter the shade, the higher the floor).

In the 6-node network topology we only use the 14 links between 7

node pairs; these pairs are connected, in the figure, with lines. There are
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other links, but these are significantly weaker and nodes are hard-wired
to not use them.

In contrast, in the 16-node network all existing links are available
for use; node pairs for which at least one of the two links between
them is able to achieve data rates greater than 1 Mbps are connected,
in the figure, with lines. To give a sense of how well-connected the 16
nodes are, we note that each of the 16 nodes has 15 potential direct
destinations, therefore there are 16 × 15 = 240 potential transmitter–
receiver pairs; of these, when multiple links do not compete for the
medium, around 50 are able to communicate directly with a rate
exceeding 10 Mbps, around another 50 communicate directly with a rate
between 1 Mbps and 10 Mbps, around another 20 are able to exchange
some packets directly with a rate not exceeding 1 Mbps, and the rest do
not communicate directly at all. These numbers are approximate due
to the variability of the measurements, especially of weak links; this
variability is discussed later on.

An important point must now be made on what we define to be
an active link and an active TM in our testbed. Taking into account
the off-the-shelf components that we use, we do not define a link to
be active only when it is actively transmitting; rather we define the
link to be active when it is transmitting or it is actively contending
for immediate access to the medium, following the rules of the IEEE
802.11 protocol. Suppose, for example, that there is a total of three
links, 𝓁1, 𝓁2, 𝓁3 that have packets awaiting transmission and wish to
transmit them as soon as possible, following instructions by the network
controller or the testbed operators. The links will share the channel as
prescribed by the IEEE 802.11 protocol, taking turns in transmitting,
or transmitting simultaneously, if the topology permits, until one of
them empties its queue or is instructed to stay off the contention for the
channel; during the whole duration of this contention period, where the
nodes are actively competing for access to the medium, according to the
IEEE 802.11 protocol, the network remains in one TM,  = {𝓁1, 𝓁2, 𝓁3}.

Regarding the validity of the assumptions of Section 3.2, note that
we cannot formally prove mathematically that they hold, as our setting
is experimental as opposed to mathematical; it will have to suffice to
show that they are reasonable. To that effect:

1. Assumption 1 is reasonable, as the network controller, or the
nodes individually (if there is no network controller) can specify
which links are active at any time, in the sense described above,
but the hardware does not give them other degrees of freedom.

2. Assumption 2 is reasonable, as we expect that if a TM is used
continuously the data rates achieved by the links will converge
to some fixed values, and nodes can pad transmissions with
garbage bits to transmit anything from 0 to these maximum
values.

3. Assumption 3 is reasonable, as we expect the network to be op-
erating at least as efficiently during a continuous use of a specific
TM  as when there is a sequence of transient activations of  ,
interspersed with the activations of other TMs.

A central aspect of our experiments is the measurement of the RVs of
specific TMs (i.e., line 4 of the strong(⋅) routine). To perform this mea-
surement, the on-site server establishes independent single-hop TCP
connections in the corresponding links using the Iperf tool [41]. When
the connections are over, we record the volume of traffic transported
through each link and, dividing by the duration of the measurement,
we arrive at the RV of that TM.

In the following, when comparing the results of different experi-
ments, all results were derived using the same protocol settings (e.g.,
the RTS/CTS mechanism was always on or always off), unless explicitly
mentioned otherwise.

As a preliminary result, we note that we have consistently registered
significant amounts of volatility of the measured RV data rates. As an
indicative example, in Fig. 4 we plot the average and the standard
deviation, over 10 experiments, of the data rates achieved by the links
8

Fig. 3. The two experimental networks.

of two TMs of the 16-node network topology versus the duration of
the measurements. One TM comprises three links (each link interfering
with the other two) and the other TM comprises two, also interfering,
links. In the legends, 𝑥 → 𝑦 signifies the link for which the node with
id 𝑥 is transmitting to node with id 𝑦. For the second TM, the sum of
the two data rates is also plotted. Observe that there is significant vari-
ability of the measured data rates, which does not diminish perceptibly
with the duration of the measurement.

5.2. Evaluating the accuracy/complexity tradeoff

In the first experiment, we evaluate how good a tradeoff the Se-
quential Expansion Algorithm achieves between estimating the CR
accurately and avoiding an excessive amount of measurements. To
this effect, we use the 6-node, 14-link network. The number of TMs
in this network is 214 which is relatively manageable in the context
of this investigation. We execute the algorithm, for various choices
of the topology and measurement conditions, and in each case record
how much of the CR is discovered and how many measurements were
needed.

In order to expedite the experiment, we adopt the following method:
first, we measure the RVs of all TMs beforehand and store them.
Then, we execute the stepwise expansion algorithm for various choices
of parameters, and whenever a measurement is needed, we use the
respective stored measurement. Using this approach, and a duration
of measurements equal to 10 s, all measurements were completed in
about 70 h. (We stress that the application of our method in deployed
networks does not require this volume of measurements.)

As the CR of the network and its estimates are multidimensional, we
need to use a conceptually simpler and easy to calculate figure of merit
that captures its size. To this effect, we define the aggregate data rate

𝑇agg(1,… , 𝐾 ) =
𝑁
∑

𝑁
∑

𝑇𝑖𝑗 (1,… , 𝐾 ), (5)

𝑖=1 𝑗=1, 𝑗≠𝑖
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Fig. 4. Throughput versus duration for two indicative TMs.

here the end-to-end data rate 𝑇𝑖𝑗 (1,… , 𝐾 ) is the maximum data rate
achieved when node 𝑖 sends data traffic to node 𝑗, there is no other
traffic need in the network, and the network operates using an optimal
time division comprised of TMs in the set {1,… , 𝐾}, as prescribed by
solving the constrained WNUM Problem with

𝑈𝑗 (𝑠𝑗 ) = −𝑠𝑗 , 𝑈𝑖(𝑠𝑖) = 0, 𝑈𝑘(𝑠𝑘) =

{

0, 𝑠𝑘 = 0,
−∞, 𝑠𝑘 ≠ 0,

𝑘 ≠ 𝑖, 𝑗.

The shape of the utility functions specifies that node 𝑗 should remove
from the network as much traffic as possible, any node 𝑘 with 𝑘 ≠ 𝑖, 𝑗 is
not allowed to either insert or remove traffic from the network, and the
amount of traffic either being inserted in or removed from the network
through node 𝑖 is irrelevant. Jointly, these utility functions specify that
node 𝑗 removes the maximum amount of traffic that can be inserted,
necessarily, at node 𝑖. Observe that even if we set 𝑈𝑖(𝑠𝑖) = 𝑠𝑖, or any
other finite, increasing function of 𝑠𝑖 for that matter, the optimal flow
will not change, but only the optimal utility.
9

Fig. 5. Aggregate data rate 𝑇agg (top) and Numbers of measured/accepted TMs versus
𝑏 (bottom) versus 𝑏 and various choices of the topology conditions.

Regarding the topology conditions, we consider three alternative
cases:

1. No constraint: There are no topology conditions.
2. Single transmit, single receive: Each node in the TM must

receive from at most one other node and transmit to at most
one other node.

3. Single transceiver: Each node in the TM must communicate,
either as a transmitter or a receiver, with at most one other node.

Regarding the subset and regression conditions, we do not use any, for
this experiment. Finally, regarding the measurement conditions, in all
cases we require that a strong TM must have the rates of all its links
be greater than a tunable threshold 𝑏.
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In Fig. 5 we plot, on top, the aggregate data rate and, below,
the number of measured TM and the TMs that were accepted as
strong by the Sequential Expansion Algorithm as a function of the
parameter 𝑏 and for the three aforementioned cases of topology condi-
tions. The measured TMs were those for which the measure(⋅) routine
was invoked and a time-consuming measurement was executed in the
network. It is crucial, therefore, to minimize their number.

The figures reveal a very promising tradeoff between that portion
of the CR revealed (as quantified by 𝑇agg) and the number of measure-
ments required. For example, adopting the last topology condition and
𝑏 = 10 Mbps, we arrive at 𝑇agg = 423 Mbps which is 79% of the optimum
value 𝑇agg = 535 Mbps, by measuring only 60 TMs, which is 0.37% of
all 214 TMs.

The results of this experiment suggest that it is the strong links that
form the bulk of the CR, and therefore if we had included all links in
the network, and not the 14 strongest ones, the CR would not have
changed materially. Also, as there is no reason for strong links to be
less important in larger networks than in small ones, we anticipate that
the tradeoff achieved in larger networks will be as favorable as the one
exhibited here.

5.3. Evaluating the machine learning module

In our second experiment we evaluate how well our online ML mod-
ule performs at providing estimates of RVs. To this effect, we perform
a single execution of the stepwise expansion algorithm on the 6-node
network with the strength conditions chosen so that all examined TMs
pass all checks (therefore the ML module has the opportunity to train
itself on all 214 TMs) and report on how well the RV estimates and the
respective RV measurements are aligned.

Regarding the implementation of the ML module, each link in
the network is assigned a single feedforward, fully connected neural
network (with 10 layers, the Rectified Linear Unit activation function,
standardized input, with zero biases and no regularization term) which
can be trained so that it can estimate the value of the data rate of that
link if it is given an input TM that includes it. The training is based on
the complete set of past RV measurements; however, in order to reduce
the volume of computations needed, we retrain each such network
whenever we receive 50 new measurements involving its respective
link.

In order to have a basis for comparison, we also execute the stepwise
expansion algorithm, with the exact same choice of conditions, and
measure the same performance, but for two other networks as well.

The first is a model network, whose nodes are placed in the
locations of the nodes in the experimental network, and for which the
rate of a link is calculated using a simple Signal-to-Interference-and-
Noise (SINR) model that allows for a node to be transmitting to multiple
receivers and receiving from multiple transmitters at the same time (as
is the case with the experimental network). We set the parameters of
the model network so that the sum of all components of all distinct
214 RVs is the same as the respective sum, denoted by 𝑆Exp−5, of the
experimental network, in the case of the Exp-5 measurement set defined
below.

The second network is a random network, whose links are the
ame as those of the experimental network, but whose link data rates
or each TM are chosen randomly and uniformly, and independently of
ther TMs, such that the expectation of the sum of all components of
ll distinct 214 RVs is also equal to the aforementioned sum 𝑆Exp−5.

The two networks represent opposite extremes: the model one
hould be very predictable, whereas the random one should be very
npredictable.

In Fig. 6 we plot the average (taken over a running window of
ize 300) RMS error between each measured data rate and its respec-
ive estimate, for each of the three networks. As in Section 5.2, in
he case of the experimental network, we perform all measurements
10

eforehand. Furthermore, three sets of measurements are used: a set
Fig. 6. RMS error versus measurement.

of measurements with a duration of 5 seconds (Exp-5 set), a set of
measurements with a duration of 10 seconds (Exp-10 set), and finally a
set of composite measurements with a duration of 15 seconds created by
taking the weighted averages of the rates of the first two measurements
(Exp-15 set). In the plot, we normalize the average RMS errors so that
at the first measurement it is equal to unity for all plots.

A number of comments can be made on the plot. Firstly, as expected,
the RMS error is the smallest in the case of the model network, and in
fact reduces by more than 2 orders of magnitude during the training.
(This reduction incidentally provides validation that the neural net-
works used can indeed be trained.) Secondly, the RMS error is largest
in the case of the random network. Indeed, the best strategy in this case
is to select the estimate of each (randomly generated) link data rate to
be its expected value; the neural network is quickly trained to follow
this strategy, at which point the RMS error stops decreasing. Thirdly,
we can see that the RMS error curves of the experimental network lie
between the two other curves. This is also expected, as the underlying
network on which the measurements are made indeed has a structure,
albeit much more complex, and in addition the measurements exhibit a
level of randomness (cf. Fig. 4). Finally, note that in the case of the ex-
perimental network the RMS error also decreases as the duration of the
measurements increases and, consequently, their random fluctuations
are reduced.

5.4. Capacity region estimations

We now present two experiments in which the CR of the 16-node
etwork topology of Fig. 3 is estimated using the Sequential Expansion
lgorithm; the two experiments differ in the set of strength conditions
sed. In contrast to the 6-node, 14-link network studied in Sections 5.2
nd 5.3, we do not know the actual capacity of the network, due to
he large number of links involved. Also, experiments run with the
TS/CTS handshake activated.

In order to expedite the execution of the experiments, the follow-
ng scheme is adopted, which is somehow similar to the preemptive
easurement of all TMs employed in Section 5.2: before issuing a

ommand for a TM to be measured, if the measurement is already
vailable from past experiments that were executed under identical
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Fig. 7. Aggregate data rate and number of measured/accepted nodes versus the
threshold 𝑏 (left) and the error factor 𝐾 (right).

onditions, then the past measurement is used instead. This scheme
llows us, on one hand, to execute the algorithm with a much wider
ange of parameters in the same amount of time and, on the other hand,
o continue experiments that were interrupted (due to power outages,
oftware failures, etc.) right at the point where they were interrupted.

In our first experiment, we run the algorithm using the following
et of strength conditions:

• Topology conditions: we require each node to participate in at
most one link and that each receiver does not have an interfering
transmitter closer to it that its own transmitter.

• Subset conditions: we require that the check succeeds only if
all subsets of the TM under investigation that are created by
removing a single link have been measured and were found to
be strong.
11
• Regression conditions: the regression check is set to be always
successful.

• Measurement conditions: a node is strong if all the rates of its
active links exceed a tunable threshold 𝑏.

In Fig. 7 (left) we plot the aggregate data rate, 𝑇agg (left 𝑦-axis)
nd the measured and accepted TM numbers (right 𝑦-axis) versus the
hreshold 𝑏. It is interesting to note that we can recover a large part
f the CR discovered for 𝑏 = 3 Mbps (for which 𝑇agg = 2402 Mbps) for
he relatively large value 𝑏 = 12 Mbps (for which 𝑇agg = 1743 Mbps,
.e., around 72% of the previous value), with 544 measurements, even
n this case where no ML is used. Based on our study of the 6-node
etwork we anticipate that the CR discovered for 𝑏 = 3 Mbps is a large
art of the whole CR.

Using the online ML module described in Section 5.3 can also
e advantageous. For our second experiment, we run the Stepwise
xpansion Algorithm using the following choice of conditions:

• Topology and subset conditions: as with previous experiment.
• Regression conditions: The water-filling condition of Section 4.2

with 𝑊RMS = 100. Also, we retrain the neural network whenever
we receive 10 new measurements, and vary the value of the error
factor 𝐾 from 0 to 0.8.

• Measurement conditions: a node is strong if all the rates of its
active links exceed a threshold 𝑏 = 3 Mbps.

In Fig. 7 (right) we plot the aggregate data rate (left 𝑦-axis) and
he measured and accepted TM numbers (right 𝑦-axis) versus the error
actor 𝐾. Observe that if we select, say, 𝐾 = 0.45, we compute an
ggregate data rate 𝑇agg = 2187 Mbps, which is equal to around 91%
f the data rate 𝑇agg = 2402 Mbps when the ML check is set to be
lways successful, as determined by the previous experiment. However,
or 𝐾 = 0.45, we only perform 240 measurements, which is 16% of the
506 measurements executed if the ML module is always successful. In
ther words, by using ML we reduce the search space by 84% with only
9% performance penalty with respect to the baseline when ML is not
tilized.

.5. Performance evaluation of OLSR and NWTD

In our final experiment, we show an example of how one can utilize
R estimates in order to evaluate in absolute terms the performance of
nown protocols, and also enable novel ones. The known protocol we
nvestigate is OLSR [42], one of the most popular routing protocols for
se in wireless networks. We employ the implementation of OLSR that
s available through the official repository of the Raspberry Pi OS and
s compatible with the ARM architecture of the Raspberry Pi Model 4
. The novel protocol is NWTD, introduced in Section 4.4.

Regarding the implementation of NWTD, the identical frames com-
rise sets of slots of equal duration; as the number of slots in a frame
ust be finite, the optimal time division vector 𝑎OPT is first rounded

o multiples of the time fraction corresponding to one slot, and then
he allocation of TMs to specific slots is made in a round-robin fashion
for the TMs), starting from the TMs that must be allocated to more
lots (with ties broken randomly), and skipping in the round robin the
Ms that have already been allocated their total number of slots in the
rame.

Furthermore, NWTD uses the following three protocol optimiza-
ions, all motivated by the aforementioned variability of the measure-
ents (cf. Fig. 4). Firstly, given an optimal time division 𝑎OPT, if a
roper subset  ′ of a TM  that appears in 𝑎OPT is used in the time

division instead of  , but using for the 𝑙( ′) link rates of its RV
𝑅( ′) the corresponding 𝑙( ′) link rates appearing in 𝑅( ) (note that
( ) has a few link rates more), and the objective is found not to
ecrease, then  ′ is used instead of  when creating the slot schedule.

(This modification is useful because, due to measurement errors, when

estimating the CR, there are occasionally TMs  whose performance in
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a proper subset  ′ of their links is erroneously found to be superior to
the performance of the TM  ′.) Secondly, at the start of a slot where

link is scheduled for activation, we only activate it if the buffer of
ts transmitter is not empty and, furthermore, its receiver is the final
estination of the data packets or the buffer of the receiver does not
lready have a data volume exceeding a predetermined threshold 𝐵max.
The last condition ensures that data packets do not accumulate at
ntermediate nodes at the expense of other, starved nodes.) Thirdly,
he slot stops either at its prescribed duration or sooner, whenever any
f the transmitter buffers empties.

To simplify the design of the experimental testbed, in order to mea-
ure the performance of a specific time division schedule, we execute
he TM of each slot and measure the data rates achieved, and then
se this measurement to emulate the transport of data with a simple
outine. Furthermore, if another measurement of the same TM, taken
nder identical conditions, has already been taken, and not used in any
f the frames of the current time division schedule, that measurement
s used instead. This approach significantly simplifies the design of the
xperiments and, since it allows using the same measurement in differ-
nt time division schedules, significantly accelerates their execution as
ell.

In producing the following results, we used the strength conditions
ith which the CR estimate of Fig. 7 with 𝑏 = 3 Mbps was computed,

xcept that we used the more lax subset condition that the subset
heck only fails if a subset of the checked TM was found not to be
trong. Also, the RTS/CTS handshake was activated. (We mention that
e also performed the experiment without using RTS/CTS handshakes
nd the overall trends were similar, but details are omitted.) We set
max = 112.5 MB, in each frame there were 20 slots with a duration of
5 seconds, and 5 frames were emulated.

In Fig. 8 we compare the performance of OLSR and NWTD in
erms of a scatter plot. Each point in the scatter plot corresponds to
ne among the 16 × 15 = 240 source–destination (SD) pairs. Its 𝑥-
oordinate is the ratio of the average performance of OLSR (calculated
sing 50 runs for each SD pair) divided by the optimal data rate
or that SD pair (which is calculated using the CR estimate). Its 𝑦-
oordinate is the performance of NWTD, again divided by the optimal
ata rate. Therefore, we compare the two protocols between them
nd also with our estimate of the theoretical optimum. The points are
ircles when it is optimal, based on the CR estimate, for the SD pair
o exclusively communicate directly, diamonds when it is optimal for
hem to communicate exclusively using a single other relaying node,
nd a square in all other cases. Observe that in a few cases the 𝑥 and 𝑦
oordinates of points exceed unity. This is due to measurement errors
hen estimating the CR.

A number of interesting facts emerge from these experiments. First,
ur NWTD scheme performs overall better, as exhibited by the fact that
ost scatter points are above the 𝑦 = 𝑥 line. Indeed, the aggregate

ptimal data rate (as defined in Eq. (5)) is 2413 Mbps, however, the
ggregate data rate over all SD pairs using OLSR is only 1349 Mbps, or
6% of the optimal, and the aggregate data rate over all SD pairs using
WTD is 1805 Mbps, which is 75% of the optimal and an improvement
f 34% with respect to OLSR.

Second, although not reflected in the figure, the performance of
LSR is not consistent: the data rate of OLSR averaged over the 50

uns and the 240 SD pairs was 5.619 Mbps, whereas the average of
he 240 standard deviations of the SD pair data rates was 2.236 Mbps.
ur understanding is that the volatility of the physical layer eventually
reeps in the network layer as well, producing oscillations on the
outing tables and occasional network-wide failures.

Third, the performance of OLSR is significantly below the optimal.
ne reason is that OLSR is content to find one route as opposed to the
est one. Another, related, reason is that when OLSR is used, suboptimal
12

ombinations of links, that exhibit significant interference, are used.
Fig. 8. Experimental network of 16 nodes.

Fourth, the performance of the NWTD protocol is also significantly
below the capacity. This is caused, again, by the volatility of the
channel. Indeed, in many cases the NWTD protocol aggressively uses
in its time divisions TMs whose performance was overestimated in the
CR estimation phase, resulting in poor performance. Nevertheless, the
improvement of 33% with respect to OLSR is promising.

Finally, observe that both OLSR and NWTD suffer in the more
challenging cases of the SD pairs corresponding to the blue squares.
This is expected, as these SD pairs are separated by greater distances
and involve more intermediate nodes.

6. Discussion: Limitations and extensions

Our work has a number of important constraints. Firstly, and cru-
cially, estimating the CR is a time-consuming process. Therefore CRs
cannot be estimated and utilized in cases where there is significant non-
periodic mobility. The work is applicable, however, in the case where
there is little mobility, as is the case in mesh networks, and also where
there is periodicity, which allows measurements to remain pertinent.
In addition, measuring the CR of a network in the low-mobility regime
might provide information on, e.g., the properties of efficient routes,
that is useful in the high-mobility regime.

Secondly, even when mobility is not an issue, we can only estimate,
and not accurately measure, the CR, due to the following sources of
error:

1. The assumptions of Section 3.2 might not hold perfectly.
2. We use some of the strong TMs, to construct the CR, instead of

all TMs.
3. Any TM measurement error affects the shape of the estimated

CR.

The seriousness of each of these sources of errors will depend on the
precise platform on which our methodology will be applied. In the case
of our platform, we conjecture that the effects of the first two sources
were very modest, but the effects of the last one were important, and
this source was the primary reason our NWTD protocol achieved only
75% of the theoretical maximum aggregate data rate and also the
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normalized RMS error of the ML estimates were significantly larger that
those derived for the model network (cf. Fig. 6).

Thirdly, as the input of our algorithms are actual testbed mea-
surements, it is not possible to compute the complexity of our algo-
rithms or evaluate the quality of the estimation they arrive at (as was
done, e.g., in [8], and related works that are based on mathematical
models.)

Finally, the execution of the SEA and NWTD protocols requires
centralized operation, in line with the Digital Twins paradigm. Oth-
erwise, SEA and NWTD cannot be executed, although lessons learned
from networks where they are employed can be applied to other
networks.

On the other hand, our work can be extended towards numer-
ous directions. In terms of making our scheme faster, one important
direction would be to improve the scalability of SEA by modifying
it so that fewer candidates for testing are created in each iteration
(line 5 of Pseudocode 2). In terms of reducing the overhead of the
measurements, a very simple method would be to integrate the esti-
mation of the CR while the network is operating, by serendipitously
taking passive measurements; we anticipate this approach to be espe-
cially fruitful when the routing protocol used belong to the class of
backpressure protocols [21]. In terms of the performance evaluation
of protocols, it would be useful to study which percentage of the CR is
achieved by routing protocols other than OLSR, and also to introduce
CR-inspired protocols other than NWTD. In terms of RV predictions
using ML, alternative neural network could be considered. In terms
of complexity analysis, it would be useful to derive estimates of the
use of resources by SEA using judicious assumptions bounding the
data rate values. Also, it would be very useful to apply our method-
ology to other settings using alternative MAC/PHY layers, such as
LoRa.

Finally, developing a distributed CR estimation method and an asso-
ciated distributed time division (TD) schedule implementation method
would be important extensions. One promising approach is to exploit
the locality of the effects of interference in order to cluster nodes in
different (possibly overlapping) interference zones. The establishment
of zones fragments the search space of Transmission Modes (TMs),
enables parallel measurements (thus accelerating the process) and lim-
its the sharing of results and the computation of the zone-specific
TDMA schedules within the zones (thus reducing complexity). The
nodes would have to independently detect conflicts in the implemen-
tation of the produced global TD schedule, and respond locally and
independently by introducing adjustments to their own transmissions
schedule.

7. Conclusions

Capacity regions have a central place in wireless network optimiza-
tion research; in this work, first we presented a method for estimating
them in deployed networks through measurement, using online ma-
chine learning to reduce the amount of measurements needed, and then
showed that the derived estimates can be utilized both for evaluating
existing protocols as well as creating new ones that operate according
to a Digital Twins approach. We evaluated our method in a testbed that
uses IEEE 802.11 but, due to its generality, the method can be applied
with other PHY/MAC protocol combinations.

Our experiments lead to numerous promising results and insights.
Firstly, the volume of measurements needed to estimate the CR suf-
ficiently well is manageable. For example, as shown in Section 5.2
for the case of the 6-node network, using the Sequential Expansion
Algorithm we arrived at an aggregate data rate which is 79% of the
optimum value by measuring 0.37% of all TMs. Secondly, as shown
in Section 5.5, online machine learning can be used effectively to
estimate the performance of simultaneously active transmitter–receiver
links, thus significantly reducing the volume of measurements needed.
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Finally, NWTD performs significantly better than OLSR (in particular,
33% in terms of an aggregate data rate metric), notably due to its ability
to make judicious choices on which sets of transmitter–receiver links to
activate at any given time.
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