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Abstract— We have developed a novel link layer architecture links hinders the evolution of the Internet@uality of Service
that provides multiple Quality of Service points simultaneously (QoS) provision. In Section Il we discuss the causes and extent
over wireless Intemet links. Our approach enhances the perfor- -t thase performance problems by reviewing previous work and
mance of diverse applications over error prone links. We dis- resentind our own measurements. We arque that it is prefer-
cuss the performance problems of Internet protocols over wireless P 9 g . 9 X P
|inks‘ presenting as a case Study our measurements on a Wire|es§.b|e to handle ere|eSS errors at the I|nk |ayel‘ In SeCUOn I” we
LAN, and argue that it is preferable to handle wireless impair- present a simulation study of various link layer enhancement
ments at the link layer. We present a simulation study of various mechanisms, showing that different solutions are preferable for
link layer enhancements and their impact on TCP and UDP per- 4.1, type of application. We thus describe in Section IV a

formance. Our results show that different approaches are prefer- . . - . .
able for each type of application. We thus propose a Multi Ser- novel multi service link layerarchitecture that provides mul-

vice Link Layer approach that supports multiple link layer mech-  tiple simultaneous services over a single link, so as to support
anisms over a single link. Our scheme is transport protocol inde- diverse application requirements. We show how our approach
pendent and customizable for the underlying wireless link technol- can be deployed on the existing Internet or be integrated with
ogy. While our approach can be directly deployed on the existing 16 QoS oriented protocols. Finally, in Section V we present

Internet, it also provides support for future Quality of Service- imulati Its showing that hitect if |
aware protocols and applications. Our simulation results show Simulation results showing that our architecture can unirormly

that our approach improves uniformly the performance of both improve the performance of multiple applications.
TCP and UDP applications.

Il. INTERNET PROTOCOL PERFORMANCE OVER WIRELESS

I. INTRODUCTION LINKS

During the past few years wireless communications have be-
come very popular, with a multitude of competing technoloA-"
gies and service models available to the pubGellular Tele- The Internet offers two main protocol choices at the trans-
phony (CT) systems are evolving worldwide to fully digitalport layer. UDP does little more than provide direct access to
technologies, whilawireless Local Area Network8VLANs) IP, leaving higher layer protocols or applications to deal with
that transparently link wireless hosts to the Internet are becothe limitations of IP’s best effort datagram delivery service.
ing cheaper and more interoperable. These systems, despfi® offers instead a reliable byte stream service to its users,
their differences, share characteristics that set them apart fral®o taking care of flow and congestion control. TCP receivers
both traditional (geostationary) satellite and wired links: logenerate cumulative acknowledgments for data received in se-
propagation delays compared to satellites and high error raggence, while TCP senders retransmit data when they receive
compared to wired links. Their error behavior varies, som#ultiple (usually 3) duplicate acknowledgments. Since IP can
times rapidly, due to factors such as interference, multipatéorder datagrams, fewer duplicate acknowledgments may not
fading, atmospheric conditions and possible user mobility, #ignify losses. TCP dynamically tracks the round trip delay on
a generally unpredictable manner. Due to economic and tethe end-to-end path and times out when acknowledgments are
nological factors, typical wireless links are slower than wiredot received in time, retransmitting unacknowledged data. TCP
ones, making them the most likely bottleneck of end-to-erbsumes that all losses are due to congestion, thus loss detec-
paths. tion also causes the sending rate to be reduced to a minimum

The popularity of wireless systems has generated interest &d then increase gradually in order to probe the network’s ca-
their integration into the Internet. Although superficially easyacity [1].
given the minimal requirements of Internet protocols, this task Since wired links are extremely reliable, congestion is indeed
is complicated by hidden protocol dependencies on wired mée main cause of loss there. Congestion control requires end-
dia. In addition, the unpredictable performance of wireleds-end corrective actions, thus it is sensible to combine it with

The impact of wireless impairments
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loss recovery at the transport layer, simplifying the link layer 300 — Throughput for each packet size ‘
and allowing applications that do not require absolute reliability o o o Pt host (TSR o
to avoid it by using UDP. With wireless links in the picture how- 250 | o e Poe host (BB = 1
ever, frequent non congestion losses also occur, due to either 2 | R e
wireless bit errors or communication pauses during handoffs. g 2% we
These cause the rate limiting congestion control mechanisms § 5o |
of TCP to be triggered repeatedly even for relatively low error 3 .
rates, reducing throughput over the bottleneck wireless link [2]. §” 100 1 o
End-to-end recovery also increases delay, a significant problem £
for interactive applications. 50 -

Performance measurements of a 900 MHz WLAN using
UDP with 1400 byte packets over an 85 foot distance showed an ° oo =00 1000 1500
average error rate of 1.55% with clustered losses [3]. TCP gen- Packet size (bytes)

erally achieves lower throughputs than UDP, not only due to its

additional overhead, but also because reverse traffic (acknofiff: 1 UPP and TCP throughput (ISA/ISA)

edgments) must share broadcast WLANs with forward (data)

traffic. Delay and loss in broadcast media may also increase due . . ) )
to collisions. Measurements of TCP performance over a singleBOth ISA and PCMCIA interfaces, despite differences in
hop path (a WLAN link with 2% packet loss) showed that TCciheir Ethemet con'FroIIers and radio modules, implement the
throughput dropped to only 47% of its value in the absence $#Me collision avoidance MAC scheme and are fully compat-
losses [4]. CT links on the North American CDMA systen‘nb|e- This replaces the collision detection MAC scheme of
exhibit 1-2% error rates over its 172 bit frames [5]. Tcp/ired Ethernets because collision detection is costly in terms
datagrams must be segmented into multiple such frames, cafspandwidth for radio links. After sensing an idle medium,
ing IP datagram error rate to increase dramatically and TEEe transmitter waits for a random number of slots and only if
performance to drop accordingly. CT systems use ime”ea\,ip@_medmm is still silent does it transmit, _to avoid excessive
techniques to randomize frame losses and avoid degraded v&edisions. We used thiécp - benchmark which sends a num-
quality. Random frame losses cause more IP datagrams toosE of packets using either UDP or TCP, modified to report loss

lost than clustered losses, while interleaving also increases 8i@tistics along with throughput. Each test consisted of sending
lay. 10,000 packets using either UDP or TCP, with different pay-

When multiple wireless links are included in a path, for ex0@ds (100, 500, 1000 and 1500 bytes). We repeated each test

ample when two wireless hosts communicate over the Int&limes in both directions between each pair of hosts. We also
net, errors accumulate, further reducing throughput. Wide arésgdicpdump to collect detailed packet traces.
paths are more sensitive to losses since larger transmission wind/e present here results from the baseline scenarios where
dows must be maintained to fully utilize them and end-to-eritie two communicating hosts are placed nextto each other. The
recovery is slower there. Handoffs in cellular systems are difst scenario uses two ISA hosts, the second mixes one ISA and
other problem since TCP can timeout during communicatioege PCMCIA host. For the ISA to ISA case, one of the hosts
pauses. An emerging conceptigrarchical cellularsystems. is considerably faster, causing data transfers towards the slower
These combine different technologies (satellites, CT, WLANSpst to experience losses of one out of every roughly 1000 trans-
to support heterogeneous overlapping cells. Roaming betweeitted packets, depending on packet size. Figure 1 plots TCP
dissimilar systems requireertical handoffsin addition tohor- and UDP throughput (mean, minimum and maximum across
izontal handoffsvithin a system. Vertical handoffs change londest repetitions) against packet size. UDP throughput peaks at
term end-to-end path characteristics. 225 KBps (1.8 Mbps), higher than previously reported, due to
increased host processing power. We do not show results for
100 byte packet UDP tests as the system dropped large bursts
B. Case study: A 2.4 GHz DSSS Wireless LAN of those packets without sending them, due to protocol stack

We have performed a detailed Study of the Lucent 2.4 Gyl])yffering limitations. TCP did not suffer from this prOblem due
WaveLAN, a 2 Mbps WLAN system that presents the same if? its flow control.
terface as an Ethernet LAN. We provide here a summary ofThe most interesting part is TCP performance with 1000 and
our observations, while more details can be found in [6]. OW500 byte packets where throughput drops to only about 30% of
measurements extend previous work in many ways: we ugée corresponding UDP results. The cause can be seen in Fig-
hosts with varying processing power and different types of imwe 2 which shows the mean, minimum and maximum number
terfaces (ISA and PCMCIA); we studied bidirectional (TCPf data and acknowledgment packets sent and received, with the
in addition to unidirectional (UDP) communications to evalufaster host as the sender. The gaps between sent and received
ate the impact of contention and collisions between data atwarves for both data and acknowledgments indicate losses that
acknowledgments; and we used Linux instead of a BSD derivgrow with packet size. These gaps are of the same magnitude
tive. We tested communication with single hop (WLAN) pathand they are due to collisions undetected by the MAC layer.
over which we had full control. We used a stock Linux kernélhe packet traces show that the duplicate acknowledgments re-
with drivers modified to report more detailed statistics. turned by the receiver after such a loss can also be lost to col-
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20000 —1enSmissionsieceptions for each packetsize throughput to be only 160 KBps (1.28 Mbps) in this direction.
Dat: t (Fast host) —— i i i _
oat r%g;gg ((g:ﬁﬁv Hggtg - To summarize, asymmetries between processors and inter
t t) o
po ks sent Slow host = faceg affect performance. Fast senders overrun slow receivers,
15000 ¢ 1 causing packet losses, while PCMCIA cards lag behind ISA

ones in transmission throughput. They are also prone to trans-

mit buffer overruns and transmission pauses. The asymmetry

between ISA and PCMCIA cards helps avoid the large number

of undetected collisions that plague TCP performance in the
5000 |- ] ISA to ISA case. The impact of collisions on TCP is magni-

e fied by the loss of duplicate acknowledgments which leads to

g e timeout initiated recovery. These shortcoming could be solved

00 1000 1500 by MAC layer acknowledgments and retransmissions, thus en-

Packet size (bytes) hancing TCP performance. UDP however does not face colli-

sion problems and interactive applications using it may prefer

Fig. 2. TCP data and acknowledgments (ISA/ISA) transmitting new data instead. The effects of timeout delays
point out the importance of timer granularity on TCP. As long

10000 -

Number of Packets

‘s

100

Throughput for each packet size
300 T T

\ as adequate filtering is performed to avoid TCP instability, more
ISA host to PCMCIA host (TCP) —— .
PCMCIA host to ISA host (TCP) -+~ accurate timers speed up recovery.
250 ISA host to PCMCIA host (UDP) -&--- 4
PCMCIA host to ISA host (UDP) -x
2 Lol e R C. Link layer vs. transport layer enhancements
H Since TCP is the most popular transport protocol on the In-
§ 150 |- ternet and its problems with wireless links are due to its own
ﬁ: assgmpthns, modlfylng TCP has been a popular approach. The
g 1o key is avoiding congestion control measures for non congestion
" . losses. For mobility related losses, if signaling from lower lay-
ers is available, recovery may be initiated without a timeout [7].
o L ‘ ‘ ‘ For more frequent losses due to wireless errors, end-to-end re-
100 500 1000 1500 i i i Y
Packet size (byto8) covery is too.slow though: One way to spe.ed it up is bt
TCP connections where wired and wireless links interface. One
Fig. 3. UDP and TCP throughput (ISA/PCMCIA) instance of TCP executes over the wired part while another in-

stance of TCP or another protocol executes over the wireless

part [8], with software agents connecting the two. This al-
lisions. If the sender does not receive 3 duplicate acknowledgws wireless losses to be handled locally. Splitting end-to-end
ments however, it does not detect a loss. A similar problesonnections in this manner may violate transport layer seman-
occurs when the sender exhausts its transmission window ties. Complex software agents are required to synchronize each
fore enough data packets are sent to trigger enough duplicitmsport connection. All TCP specific solutions are further-
acknowledgments. In both cases, the sender must stall untihare inappropriate for other protocols and since they operate at
timeout occurs, which takes at least 200 ms in Linux and 5@0high level they cannot exploit link specific optimizations.
ms in many BSD derived systems, leaving the link idle. Time- The alternative to transport layer modifications is to improve
outs also lead to more drastic reductions in TCP’s transmissire service offered on the link by providing error recovery at
rate than loss detection via duplicate acknowledgments [1]. the link layer. Traditional link layers use retransmissions to

In the ISA to PCMCIA case, the ISA host is considerablprovide full recovery, at the expense of variable delays. These

faster, again causing losses when sending towards the slomery cause TCP to timeout in the process and trigger end-to-
PCMCIA host. The PCMCIA host occasionally drops packeend loss recovery anyway [9]. In order to avoid such adverse
without sending them due to the single transmit buffer of PCMniteractions limited recovery may be provided, leaving further
CIA cards (ISA cards have multiple buffers), which is easigecovery to higher layers [5]. Another variation is to provide
to overrun. Figure 3 shows TCP and UDP throughput in botransport protocol specific optimizations at the link layer [10].
directions. TCP throughput is lower in the PCMCIA to ISABy exploiting transport layer information the link layer can
direction due to its less aggressive timing [3] and slower (siavoid adverse interactions and economize on control overhead.
gle buffer) hardware implementation. In this scenario there aféis coupling however limits the applicability of such solu-
no excessive collisions due to the different timing of the twtions to specific higher layers [2]. Link layer schemes gener-
interfaces, leading to excellent TCP throughput. Interestingblly have the advantage of working at the local level, with inti-
UDP is slower than TCP in the PCMCIA to ISA direction, demate knowledge of the wireless link and low round trip delays
spite TCP overhead and retransmissions. Packet traces inditiaét allow fast recovery. They can be deployed locally, trans-
that occasionally the PCMCIA sender pauses for more than quarently to the rest of the Internet. A TCP study found link
second, exactly when packets are lost. Since, unlike TCP, Uliyer schemes to outperform transport layer ones over WLAN
does not provide flow control, sender buffer overruns may ocdinks [4]. For these reasons, we decided to focus our research
causing interface resets. The resulting pauses cause peak WDMHnk layer enhancements.
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I1l. PERFORMANCE OF LINK LAYER ENHANCEMENTS For all experiments we repeated each test 30 times with differ-
ent random number generator seeds, calculating individual test
metrics. We present here mean metric values among all tests,

Given the diversity of higher layer requirements, it is quesvith error bars depicting the mean plus/minus one standard de-
tionable whether a single link layer scheme is suitable for all apration.
plications. We thus undertook a simulation study to evaluate theFor both TCP and UDP thew link service is the perfor-
performance of various types of mechanisms for different appiirance baseline Selective repeais a window based full re-
cations. We used theetwork Simulatorersion 2 (ns-2) [11]. covery mechanism. The sender buffers outgoing frames, and
Ns-2 is oriented towards Internet simulations, containing vergtransmits those that are not acknowledged before a timeout.
good implementations of many TCP variants. Its source cotlee receiver acknowledges and releases frames received in se-
is freely available, thus researchers may extend the systemdaence. Lost frames are negatively acknowledged so that they
adding or modifying objects. The simulator is implemented ican be retransmitted without a timeout. The scheme tested pro-
Object Tcl and C++, allowing objects to be prototyped in theides multiple negative acknowledgments per frame to reduce
Object Tcl interpreter and then compiled in C++ if desired. Wemeouts [13]. If a frame is lost repeatedly, the sender eventu-
fully exploited these capabilities, adding wireless error modelslly exhausts its window and stalls, thus delay is unbounded.
link layer schemes and applications. An alternative isKarn’s RLP, theradio link protocolof North

We describe here performance measurements using CT witeerican CDMA [5]. Negative acknowledgments are also used
less links with 14.4 Kbps of bandwidth (as in GSM) and #o trigger retransmissions, but if after a few (by default 3) retries
100 ms frame delay (as in North American CDMA). The linkghe frame is not recovered, the receiver gives up, making the
employ fixed size 50 byte frames and suffer from independdnss visible to higher layers. Limited recovery means that there
frame losses at rates of 1%, 2%, 5% and 10%. The loss moigehn upper bound on delay and the sender never stalls. These
and long delay are due to physical layer interleaving that aimehemes are suitable for TCP since they only release frames in
to randomize frame losses [5]. Figure 4 depicts the two wireequenceBerkeley Snoofs a TCP aware scheme [10]. It uses
less link topology simulated which consists of two CT linksin agent at the base station (see Figure 4) that inspects TCP
joined by an Ethernet (10 Mbps, 1 ms), with the communicatiata and acknowledgments. Data sent to the wireless host are
ing parties being two wireless users at either end of the paktiuffered, and if TCP acknowledgments indicate that a packet
We also simulated a simpler topology consisting of a single GWas lost, the packet is locally retransmitted. Snoop does not
link and an Ethernet, with the same parameters as above. In thi@k for the reverse direction where TCP acknowledgments are
topology the sender is at the wired end and the receiver at tie¢urned from a remote host.
wireless end of the path, simulating a wireless client receivingFor the UDP conferencing application delay is more im-
data from a wired server. portant than full recovery. Forward error correction(FEC)

We tested both TCP and UDP applications with differersichemes provide limited recovery but fixed delay bounds by
requirements to examine the benefits of various link layadding redundancy in the transmitted stream so as to allow the
schemes for each type of application. For TCP, we simulategteiver to reconstruct the original data despite lossesXUie
large file transfers using FTP over TCP Reno [1] with BSbased FEGcheme we tested transmits the original data frames
style 500 ms granularity timers. In FTP tests the sender tramgymodified, but every 8 framegparity frame is constructed by
mits 2 Mbytes of data to the receiver, with TCP handling flon{OR’ing the preceding data frames. If a single data frame is
congestion and error control on an end-to-end basis. We lgst, it can be recovered by XOR'’ing the remaining frames with
nored TCP/IP headers assuming that header compression is fier-parity frame. FEC overhead is wasted when zero or more
formed over the slow wireless links. Thus the total transféhan one losses occur. This FEC scheme was selected for its
consisted of 40,000 50 byte packets. We measured file transfenplicity. Even though not among the most powerful, it ex-
throughput, defined as the total size of the transfer (2 Mbytehjbits the basic behavior of FEC schemes. We also tested UDP
ignoring TCP and link layer overhead, divided by the total timever Karn's RLP with 1 retransmission, providing a fixed delay
taken to complete the transfer. bound. Losses in this scheme cause subsequent frames that are

For UDP, we simulated one direction of an audio conferengerrectly received to wait until the missing frame is received or
for 2000 seconds. We used a speech model with silence sapandoned. This in sequence delivery is critical for TCP but
pression: when the speaker is active, data are transmitted aisaless for applications with playback buffers. Thus, we also
constant bit rat§ CBR) of 9.6 Kbps (similar to North American tested arut of sequenc@0OS) RLP variant that reduces delay
CDMA); when the user is silent no data are sent. Talking afy releasing received frames immediately. When a path con-
silent periods have exponential durations, averaging 1 sec dais multiple wireless links, this prevents frames from being
1.35 sec, respectively [12]. The receiver buffers packets arrfgpeatedly delayed due to unrelated losses.
ing at irregular intervals and plays them back isochronously, at
a playback point determined by human perception. One metric
for this application is the residual loss after link layer recover&'
Since packets arriving after the playback point are unused, weFigure 5 shows file transfer throughput in the one wireless
are also interested in a delay bound foostpackets. Thus, link topology (one Ethernet and one wireless CT link). TCP
our delay metric was mean packet delay plus twice its stagata flow from the wired to the wireless host with acknowledg-
dard deviation, which emphasizes the effect of variable delaysents travelling in the reverse direction. Each curve depicts

A. Simulation environment and setup

File transfer performance over TCP
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Fig. 4. Simulation topology.
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Fig. 5. File transfer throughput, one wireless link Fig. 6. File transfer throughput, two wireless links

CBR Loss Rate (one wireless link)

Raw Link —— -
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Karn's RLP -x

Out of sequence RLP -2-- 4

average test throughput for a particular link layer scheme un- 014 f
der varying error rates. The raw link curve shows performance
without any enhancements, pointing out that losses dispropor-
tionately affect TCP performance: a 5% loss rate causes TCP
to achieve less than 30% of the maximum throughput. The best
performer in this topology is Berkeley Snoop for all but the
highest loss rate. This is the most economical scheme in terms
of overhead as it exploits existing TCP headers to detect losses.
Karn's RLP uses one hyte of overhead per frame, while selec-
tive repeat uses two bytes per frame. At higher error rates selec-
tive repeat is better, indicating that even though limited recov- 0
ery avoids conflicting TCP and link layer retransmissions [9],

it is better to recover without resorting to TCP. Since nearly all

delay on this path is over the wireless link, the gains of linkig. 7. Conferencing loss, one wireless link
layer schemes are not due to local recovery but due to more ro-
bust error control. At the highest loss rate Snoop loses groug

because it mimics TCP error recovery which is not very robut? nsfers or with interactive applications like WWW browsing

under harsh error conditions. that exchange data in both directions. This problem cannot be

In the two wireless link topology, file transfer throughputy,gijeq by placing an agent at the wireless host, as acknowl-

shown in Figure 6, reveals a different picture. Over the rayyments'in this direction are returned much later by a remote
link TCP achieves about half of its throughput in the previoyg,q; hence negating the advantages of local recovery. The other

topology. Karn’s RLP and selective repeat provide Igrge perfq_(ﬁk layer schemes do not face this problem as they use local ac-
mance improvements even under low loss rates, with Se'“"Rf’f"owledgments for error detection.

repeat becoming more attractive under harsher error conditions.

Berkeley Snoop however offers only minor improvements over ]

the native service. The reason is its inability to improve perfofs- Conferencing performance over UDP

mance in both directions over each wireless link. In this topol- For the conferencing application the first metric of interest is
ogy data cross the first wireless link in the wireless to base désidual loss, shown in Figure 7 for the one wireless link topol-
rection and the second in the base to wireless direction. Snamgy. Instead of selective repeat and Berkeley Snoop which are
improves only the latter, hence losses in the former are vigiappropriate for delay sensitive traffic, we used XOR based
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to TCP. The same problem occurs in wireless to wired host
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guence RLP, with Karn’s RLP exhibiting very large delays at
higher error rates. While Karn’s RLP increases its delay com-
pared to the one wireless link topology by 90%, OOS RLP in-
creases it by 70%, thus the gap between them widens. This
confirms that out of sequence delivery is more beneficial with
multiple wireless links since packets are not repeatedly delayed
due to unrelated losses. This is a very important point for multi
hop wireless networks.

IV. THE MULTI SERVICE LINK LAYER APPROACH
A. The case for multiple link layer services

Our results show that link layer schemes can significantly
improve Internet performance over wireless links. Link layer
mechanisms provide kcal solution to a problem that is in-
herently dependent on and isolated to individual links. Unlike
higher layer schemes, their scope is limited to the endpoints of
the wireless link. Local schemes can be optimized for each type
of link since hardware details are accessible at the link layer. Er-

Out of sequence RLP -&--
%

ror recovery overhead is minimized, since no retransmitted or
parity frames travel beyond the wireless link. Delays are also

sl minimized since awareness of link characteristics can be used

Packet delay (seconds)

x | to set tight timeout intervals.
1 | Our results however also indicate that different applications
% prefer fundamentally different enhancement mechanisms. TCP
osp = e based applications are relatively insensitive to delay but very
e sensitive to losses, favoring full recovery schemes. Real time
0 1 : : 1 UDP based applications are relatively error tolerant but very

2 5
Frame loss rate (%)

delay sensitive, favoring limited recovery schemes. Future ap-
plications may exhibit other unforeseen requirements. As the
Fig. 9. Conferencing delay (mean +2std. deviation), two wireless links  |nternet evolves towards providing multiple Quality of Service
(QoS) points, as in thBifferentiated Servicearchitecture [14],

FEC and out of sequence (OOS) RLP, with a one retransmﬁg? limitations of link layer schemes providing a single service
’ il become more apparent. In order to provide multiple QoS

sion limit for both RLP variants. OOS RLP was inappropriat)éy . o . : .
for TCP as it did not deliver data in sequence. The raw lirfReNts and support applications with diverse requirements we

curve shows the native loss rate of the wireless link. The inefﬂ-re thus proposing multi service link layewrchitecture offer-

ciency of the FEC scheme is clear at the 10% loss rate: desﬁri}% ”_"'“'“p'e ;lmultaneous Services over each_ wireless !mk. The
Echltecture is easy to extend with new services catering to fu-

its 12.5% overhead (1 parity frame per 8 data frames) it on . . . ) ,
I€ requirements. Providing multiple services at the link layer

reduces the error rate to 6%. Both RLP variants keep loss ra| : . )
below 2% in all cases, with identical performance througho probably the only way to locally handle wireless impairments
' protocol independent manner.

the error rate range, as expected. Loss rates for the two wirelbsd
link topology (not shown) are essentially twice those of Fig-
ure 7. These results confirm that both RLP schemes provide Internal design
more efficient error recovery than XOR based FEC. In order to provide multiple simultaneous services at the link
Figure 8 shows the delay metric for the one wireless linleyer we need to handle a number of design issues. Services
scenario, with the raw link curve depicting the native delaynust be isolated from each other so as to simplify their im-
The worst performer is Karn's RLP: as loss rates grow, delgementation, while at the same time they must share link re-
increases dramatically due to the large number of retransmssurces in an orderly manner. The multi service aspect must
sions that inflate delay variability. Lost packets also delay sube transparent to the existing Internet which assumes that only
sequently received ones due to in sequence delivery. Outao$ingle service is offered, but visible to and easy to integrate
sequence RLP on the other hand never delays received packeith future QoS based higher layers and applications. Figure 10
hence it is very close to XOR based FEC, the best performidgpicts the internal design of our multi service link layer ar-
scheme. RLP recovery delay is determined by round trip dehitecture. A single entry point is provided for compatibility
lay, while FEC delay is determined by block size (and one wayith IP, with an internapacket classifiedistributing incoming
propagation delay). packets to appropriate services. The classifier examines a num-
With two wireless links the delay metrics, shown in Figure $Qer of IP and TCP/UDP header fields in order to map higher
are similar: XOR based FEC depicts the lowest delay amolayer requirements to available services. QoS based higher lay-
link layer enhancement schemes, closely followed by out of sers can explicitly set up these mappings, or the scheduler may
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heuristically map packets to services to ease integration with

the existing Internet. Packets that are not explicitly matched fi§- 11. Feedback propagation through the protocol stack.

customized services are handled by the raw link service.
Higher layers expect the link layer to allocate transmissi 8 send next based on the measured bandwidth allocations, la-

bandwidth to packets in the proportions presented to it by t &is it with a service number. and hands it to the MAC Iayér

network layer. This is especially important for higher layer. '

h id S based ket scheduli r transmission. At the receiver, incoming packets from the
that provide Q(? guarant(_ees ased on packet schedu’ing. i layer are demultiplexed based on their service label and
serving bandwidth allocations is trivial in traditional link lay-

. (fassed to the appropriate service, which may eventually pass

ers, .bUt more complicated with mul'glple Services. I_f a SeNVIGfem to the network layer. Hence, the classifier and scheduler
provides error recovery, whether using retransmissions or dFJg

encoding, the overhead it generates inflates its data streamr & reusable Adding or removing services only requires mod-

tive to ot.her SEIVICEeS. In order tc_> allow each service to use ing the mapping tables of the classifier, making the scheme
mechanism desired but prevent it from adversely interacting gry easy to extend

rest, we measure service bandwidth allocations at the entry to
the link layer and enforce the same allocations over the physical )
link. Theallocation measurememtodule tracks the fraction of C. External interface
data allocated to each service by the classifier over a time interfor existing Internet protocols, the interface presented by our
val, before services inflate their data streams. These sharesmaugti service link layer scheme is identical to that of traditional
enforced by thgacket schedulesver the next time interval.  link layers, with single entry and exit points. Application spe-
We decided to useself clocked fair queueingCFQ) sched- cific enhancements take place transparently to the rest of the
uler as it is very efficient to operate [15]. SCFQ schedulestack. QoS aware higher layers on the other hand need infor-
strictly enforce the desired bandwidth allocations when the linkation about the services offered so as to select the best one
is loaded. When some services are inactive, their bandwidthds each type of traffic. Since each wireless link has different
shared among the active ones, hence the link is never left idlgaracteristics, rather than attempting to standardize the offered
when there are data to send. Note that the goal of the link laysarvices across the Internet, it is preferable to allow dynamic
scheduler isrot end-to-end QoS provision but the preservatiodiscovery of their characteristics. Thus, each service in our
of higher layer scheduling decisions despite arbitrary serviseheme exports dynamically updated device independent met-
overheads. This design isolates services from each other, sirice of its recent performance. Figure 11 depicts this upward
each can operate as if it was a conventional link layer protodtdw of information through the protocol stack.
with a single peer at the other end of the link, using any recov-The physical layer may provide hardware specific perfor-
ery mechanisms desired and taking advantage of any possinince feedback to the link layer, which combines it with its
link specific optimizations. own measurements. Each service separately tracks and reports
Incoming packets are passed to services by the classifier itsperformance metrics, i.e. residual loss, delay and through-
ing a generic call. Services pass packets to the schedulerust. Throughput is normalized to reflect service performance
ing per service queues. The scheduler decides which packetif it were using the link exclusively, to make it independent

independent of the actual services implemented, and there-
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of past bandwidth allocations. Metrics are expressed in link FTP Throughput (one wireless ink)

i i i i i L Raw Link (and Raw Link) —— |
independent units such as bits and seconds. Besides making 12 Selective Bepant (o o RIE) o

i 1 1 i i i Karn's RLP (and OOS RLP) -
dynamic service selection possible, these metrics allow higher Berkoiny Snoop (and 00% RLP) - |

layers to estimate end-to-end path performance before and dur- I ——
e

ing a session [16]. The metrics may be used directly or be mod-
ified by intermediate layers, for example to account for their
own error recovery mechanisms.

The link layer cannot handle mobility problems due to hand-
offs, as one of the two endpoints changes after a handoff. Due
to its intimate knowledge of the underlying hardware it can 2|
however help higher layers deal with mobility. Notifications,
in the form of upcalls to higher layers, can inform interested 0 5 s
parties of events such as disconnections and resets, that may in- Frame loss rate (%)
dicate the beginning and end of handoffs. These events are de-
tected by link layer state changes or physical layer signals drigt 12- File transfer throughput, one wireless link
are propagated in a standardized manner through the protocol
stack. They can be filtered by higher layers into authoritati

mobility _not|f|cat|ons (see F|gure 1), _thus enabhn_g Protoco|g, layer, for example by freezing TCP timers until the handoff
and applications to adapt their mechanisms accordingly. For

. SR PN mpletes. Vertical handoffs change long term path behavior,
ample, a disconnect notification and a connect notification frogla they are propagated to applications. A video application for
two different link endpoints indicate to the network layer that gxample could adapt by switching to a different resolution. The
handoff occurred. services available on the new link can be discovered by look-

. . ing at the exported metrics. End-to- end services can then be

D. Integration with the Internet renegotiated by signaling protocols such as RSVP. Higher layer

For our link layer architecture to succeed, it must seamlesggcket scheduling schemes such as CBQ may also use the ex-
integrate with both existing and future (QoS aware) Interngbrted metrics to predict the outcome of their scheduling deci-
protocols. Each service provided employs a mix of mechanisgigns.
optimized for the underlying medium, possibly adapting to cur- Deployment of the proposed multi service link layer archi-
rent link conditions. Services are meant to satisfy generic fgcture on the existing Internet is eased by its emulation of a
quirements rather than fit the specific details of TCP or UD&ngle service link layer. Both endpoints of each wireless link
applications. In the absence of any explicit instructions, agre usually under the control of a single administrative entity,
plication requirements may be inferred by examining IP anflus both sides can upgrade their link layer software at the same
TCP/UDP headers. The classifier may use fields such as pife transparently to the rest of the Internet. Generic services,
tocol type, TCP/UDP port number for applications using wedych as those discussed in Section Ill, may be provided at first
known ports, or the IFype of ServicgToS) field to heuristi- to efficiently support all TCP and some UDP applications, with
cally map incoming traffic to link layer services. Unrecognizeflirther services added as future needs arise. This is attractive to

traffic is passed to the raw link (or other default) service. Nesaguipment vendors that could deploy our scheme so as to gain
services may be added as needed to expand the range of sibmpetitive advantage on the market.

ported traffic classes or handle future requirements.

For QoS based higher layers, our link layer enhances the of-
fered service without interfering with higher layer decisions.
When packet scheduling is used to control bandwidth sharingTo evaluate our architecture we added a multi service link
during congestion, as iBlass Based Queuin@BQ) [17], our layer object to the ns-2 simulator (see Section Ill). Our im-
link layer preserves such allocations. The overhead introduggdmentation includes a heuristic classifier that maps packets
by each service does not violate higher layer scheduling sirtoeservices based on their protocol (TCP or UDP) and a SCFQ
our scheduler allocates bandwidth based on the incoming datheduler, both capable of handling an arbitrary number of ser-
stream before it is inflated by each service. Higher layers awatiees. Services are implemented using any of the link layer
of the multiple services offered may create enhanced end-esthancement schemes described previously. We wanted to de-
end services using RSVP for setup and negotiations [18]. Ttemine whether our approach is capable of simultaneously en-
performance metrics exported by each service can be used tdsgicing the performance of multiple applications by the same
lect and characterize services. WHgifferentiated Serviceare factor as when executing each application in isolation over the
used to provide various QoS grades to different traffic classsgme link layer mechanism, adjusted for the reduced bandwidth
the same IP DS field may be used to map packets to serviceda to link sharing. We thus simulated simultaneous file trans-
both levels [14]. fer over TCP and conferencing over UDP using the same CT

Link layer feedback can be further refined as it flows upinks, topologies and application parameters as in Section lIl.
wards through the protocol stack, as shown in Figure 11. MBoth applications start simultaneously over the same path and
bile IP can rapidly detect mobility using link layer notificationsthe simulation ends when FTP completes sending 2 Mbytes of
in turn issuing separate notifications for horizontal and verticdata.

Throughput (Kbps)

ndoffs. Horizontal handoffs can be dealt with at the trans-

V. MULTI SERVICE LINK LAYER PERFORMANCE
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FTP Throughput (two wireless links) CBR Delay (two wireless links)

10 T 12 T
Raw Link (and Raw Link) —— Raw Link (and Raw Link) ——
Selective Repeat (and OOS RLP) -=-- OOS RLP (and Selective Repeat) -=--
Karn's RLP (and OOS RLP) -x 1+ OOS RLP (and Karn's RLP) -
8 I E Berkeley Snoop (and OOS RLP) -2-- 4 OOS RLP (and Berkeley Snoop) -&--
? e 2 sl m
g 6 i 1 g B
= N @£ ®
§_ 3 06 | 'i . |
2 ol | 3 P J— e
g ’\Q\o\o
2y | 0.2 b g
0 L L L —= 0 L L L L
1 2 5 10 1 2 5 10
Frame loss rate (%) Frame loss rate (%)
Fig. 13. File transfer throughput, two wireless links Fig. 15. Conferencing delay (mean £&2std. deviation), two wireless links
CBR Delay (one wireless link)
1 T T T . . . . .
Raw Link (and Raw Link) ~— with two wireless links. The service used for TCP is shown
OO e A e e reopeal in parentheses. Delay is inflated compared to the raw link sce-
¥ OOS RLP (and Berkeley Snoop) -+=- 1 nario due to OOS RLP recovery delay (see Figures 8 and 9) and
[} . . . .
E e contention with TCP traffic. When TCP uses the raw link ser-
g ooy §§ 1 vice its performance drops with higher error rates, hence UDP
g o i delay also drops. When enhanced TCP services are used, TCP
g 04 e 1 performance improves, hence UDP delay increases. Note how-
K ever that delay increases in proportion to the improvement in
02t ’\‘\\ 1 TCP performance andot to error recovery overhead. Thus,
the scheduler manages to protect UDP delay performance from
0 \ \ \ \ TCP service overhead.
1 10

2 5
Frame loss rate (%)

V1. CONCLUSION
Fig. 14. Conferencing delay (mean +<2std. deviation), one wireless link .
We outlined the problems faced by Internet protocols over

wireless links and argued in favor of link layer enhancements.
Each wireless endpoint employs a multi service link layaie presented simulations showing that diverse applications are
module with one TCP and one UDP service. We statically dbest served by fundamentally different link layer schemes. We
located 9.6 Kbps of bandwidth (out of 14.4 Kbps) to the UDEhus proposed a multi service link layer architecture that simul-
service, satisfying the peak CBR requirements of the conféaneously improves the performance of multiple types of ap-
encing application. Since the UDP sender is active 42.5% of thkcations by combining arbitrary link layer mechanisms over
time, the average bandwidth available to TCP is 10.3 Kbps. &csingle link. Our link layer exports information about its ser-
establish a performance baseline we used the raw link servigees so as to allow enhanced end-to-end services to be created.
for both UDP and TCP. Enhanced performance was provid&ervices are isolated from each other to ease programming. Our
by out of sequence (OOS) RLP for UDP, coupled with selearchitecture can be transparently integrated with the existing In-
tive repeat, Karn’s RLP or Berkeley Snoop for TCP. We shoternet. Our simulations show that our approach offers virtually
average results from 30 test repetitions. the same improvements to each stream sharing the link as those
Figure 12 shows file transfer throughput in multi service testé single application tests, the best we could have hoped for
using the one wireless link topology, while Figure 13 shows thehile preserving fairness.
same metric with the two wireless link topology. The service
used for UDP is shown in parentheses. The shape and relative
Eﬁs:/t\;g?nogia” throughput Cur\./es are nearly Iqentlcal to thOSTf‘] W. Stevens, “TCP _slow start, congestion avoidance, fast retransmit, and
gures 5 and 6. While performance is reduced for all” st recovery algorithms” RFC 2001, January 1997.
schemes due to competing UDP traffic, the factor of improvel2] G. Xylomenos and G. C. Polyzos, “Internet protocol performance over
ment over the raw link service is virtually the same as in single ng';orks with wireless links [EEE Network vol. 13, no. 5, July/August
application tests using the same link layer mechanism. Thugy . T,'Nguyen, R. H. Katz, B. Noble, and M. Satyanarayanan, “A trace-
TCP performance over multi service links is improved in ex- based approach for modeling wireless channel behavioRtae. of the
actly the same man_ner as With asingle service. [4] n{'rét;l;ﬁ;gﬁ:]az:'rsQ/Fﬁ.n;ig:qgﬁiieﬁan, S. Seshan, and R. H. Katz, “A com-
For the UDP service, residual loss results (not shown) are ex- parison of mechanisms for improving TCP performance over wireless
actly the same as in single service tests (see Figure 7). Figure 14 links,” in Proc. of the ACM SIGCOMM '96August 1996, pp. 256-267.
shows the delay metric for conferencing in multi service testd] P Kam, "The Qualcomm C-DN_'A digital cellular system,” Broc. of the
USENIX Mobile and Location-Independent Computing Symposhum
with one wireless link, while Figure 15 shows the same metric  gust 1993, pp. 35-39.
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