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ABSTRACT

This paper discusses several issues of ServicaiCdlgtworking

(SCN) as an extension of the Information-Centricvideking

(ICN) paradigm. SCN allows extended caching, winereexactly
the same content as requested can be read froras;dmlt similar
content can be used to produce the content reqljestg., by
filtering or transcoding. We discuss the issue ahimg and rout-
ing for general dynamic services for both tightigupled and
decoupled ICN approaches. Challenges and solufamservice
management are identified, in particular for congabservices,
which allow distributed in-network processing ofiéee requests.
We introduce the term Software-Defined Service-Genlet-

working as an extension of Software-Defined Netwagk A pro-

totype implementation for SCN proofs its validitycafeasibility
and underlines its potential benefits.

Categories and Subject Descriptors
C.2.1 Network Architecture and Design C.2A2twork Protocols
C.2.6Internetworking

General Terms
Management, Performance, Design, Reliability, Expentation.

Keywords

Future Internet, Information-Centric Networking,r8ees

1. INTRODUCTION

Information-Centric Networking (ICN, [11]) such &ontent-
Centric Networking (CCN, [4]) has been discussedrinively as
a novel paradigm for the Future Internet. ICN hasrg focus on
supporting efficient content transfer in the Inttrby using novel
addressing and forwarding schemes. We argue thet savel
paradigm must also consider how to support seniitegeneral,
where service requests are issued by (mobile) wmwdstrigger
processing in service elements as well as respdnst®se re-
quests. In particular, with the recent advent armivth of cloud
computing it is necessary to support dynamic sesvio any Fu-
ture Internet paradigm. We propose the paradignSeifvice-
Centric Networking (SCN), which makes use of antbeds ICN
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forwarding concepts. We argue that extended caahiechanisms
are needed for multimedia services and we disdussdquire-
ments for management of services in a SCN envirotnkeirther
issues that need special attention are naming @utthg as well
as service management. Finally, we discuss posisiflkementa-
tion architectures for the service-centric netwogkapproach.

1.1 Service-Centric Networking

SCN proposes to extend ICN by effectively suppaortservice
requests in addition to content requests. Servick cntent re-
quests are handled in a similar manner, i.e., dcgepor content
lookup is integrated with packet forwarding to atae degree.
The idea is to avoid the traditional strong sepamabf service
lookup/discovery and subsequently forwarding servequests to
a specific server that has been identified a pridfith SCN a
service user just sends a service request witdetifier describ-
ing the service in the address of the packet tongtevork. The
service request will then be delivered to an erttigt is able to
optimally serve the service request.

Services are software elements located througheuhétworked
infrastructure and are hosted on dedicated hardplased along-
side the routing infrastructure. They are provitigdactive com-
ponents, callesgervice elementsThis reflects the increasing im-
portance of cloud computing but it has an even wibepe. We
propose to have processing entities inside thearktto efficient-
ly support advanced services in the Internet. Eiglirshows a
service-centric network architecture with SCN reositésquares)
and service elements (circles). Service elemertprnviding the
service and can be hosted by an SCN router, byseco-located
to SCN routers, or by end systems attached toeheank.

SCN network

Figure 1: Service-Centric Network Architecture

1.2 Target Services

The services within an SCN can be of different syp#epending
on their scope and level within the system architec This paper
is motivated by services related to multimediardistion. How-

ever, this does not restrict the generality of liasic principle.
Other services can be grouped as follows:



Infrastructure services provide service users with computing,

storage, and/or communication resources to depolyran own
software and services. The concepts describedfesstucture /
Platform as a Service in cloud computing belonghts category
[5]. DC-ICN proposes using ICN in data centres [16]

Client-oriented services provide application level services. Re-

quests sent to servers are served directly witimamediate, single
response. Web services and Software as a Servidefixed in
the cloud computing terminology are such exam@esvices are
deployed by service providers such as network épesathird-
party providers, or end users.

Continuous content retrieval and streaming services are used to
optimise content distribution. Here, a single reqjugggers con-
tinuous subsequent content transmission such asddfve au-

dio/video streaming. This also includes the useinefietwork

services such as transcoding, mixing, filtering.,. &tltering and

aggregation services deployed inside the netwonkreduce data
traffic for continuous sensor data streams.

supports caching. Certain multimedia services atieer difficult
to be implemented inside the network using REST.

2.2 Content Distribution Networks

The Internet nowadays relies on the usage of cgahechanisms
or content distribution servers. Content DistribatiNetworks
(CDNSs) support several well-known services on thterhet. Us-
ers connect their end systems to residential ggemadirectly to
Internet Service Provider routers, relying on pxisting configu-
rations that allow access to static content avkdlain caching
servers or CDNs. As an alternative solution, pequeer overlays
are also becoming more widely available. Howevbesé net-

works are particularly inefficient in situationshere content shar-

ing nodes are isolated from each other. In a fulnternet user
experience could strongly benefit from changefiengaradigm of
content distribution. Such changes could includghitey contents
closer to end users; dynamic content interactivelgutomatically
adapted according to the needs of users and tdrmiaes (not
only considering the network structure); contena@wrouters and

Event services are based on the detection of unusual events suchOPtimized routing paths (according to bandwidtkeray, etc.).

as exceeding sensor data thresholds or exceediok sxchange

prices. In case of exceeding threshold, an Interestsage can

describe the interest of a user in becoming ndtifie

SCN aims to optimize the performance (in particudatay) of
future network applications and services and @tilietwork re-
sources more efficiently, e.g., by reservation e$ources and
deployment of services close to (mobile) userssThight be
important in a mobile network environment with arcrieasing
number of context-dependent (e.g., location) ancsqrealized
services. However, SCN leaves open several resdasties.
These are discussed in the following sections.

After discussing related work to SCN in Sectionw2, introduce
the concept of extended caching, which is enable@&6N, in
Section 3. Service naming and routing are discuss&ection 4.
Service management, i.e. creation, adaptation temcination of
distributed in-network services, is considered éct®n 5. Sec-
tion 6 describes a general SCN implementation &chire as
well as a prototype implementation used for prelany SCN
evaluations. Section 7 concludes the paper.

2. RELATED WORK
2.1 Web Services

Web Services provide programming interfaces, which ac-
cessed via the HyperText Transfer Protocol (HTTiR) executed
on a remote system hosting the requested seryi¢el. Services
are described using the Web Services Descriptiargliage. In
addition to in-bound services, out-bound servidé&snathe ser-
vice to send the first message to a client. Welyi&ss focus on
providing operations using Simple Object Access tétal

(SOAP) as a protocol for exchanging structured rmftion.

SOAP relies on the eXtensible Markup Language tlormessage
format, and usually relies on other applicationetaprotocols

2.3 Active Networking

Active and programmable networks have been devisguiovide

means of flexible and dynamic data path processapgbilities
that allow network und user side services insidertbtwork [19].
The processing capabilities of active networkinglem can pro-

vide low-level packet processing and per user @fiegtion pro-

cessing of data streams. Research in active neswak resulted
in the (further) development of areas such as aativde plat-

forms [19][20], service composition models [21], bile coding

techniques [22], execution environments [23], etc.

To be able to provide such functionality networldes (such as
switches and routers) have to provide an advancecu&on envi-
ronment to turn network nodes in to active prograie ele-
ments. With the so-callegrogrammable switchprograms are
downloaded without changing the packet format. ldetice net-

work providers can maintain control of the netwogeration by

only allowing specific programs to be executed. Arenradical
concept is @apsuleapproach where “active” programs are part of
individual packet and flows. These programs are #ecuted in
the appropriate network elements along the data pat

Active networking has never been widely deployedeGnajor

reason for that were security concerns and possitgnsive
resource consumption dependent on program funditipna

2.4 Information-Centric Networking
Different ICN proposals involve a different degrek coupling
between name resolution and routing/forwardingo#e¢ extreme,

the same nodes perform both functions tnghtly coupled man-

ner. This is the approach followed by CCN/NDN [Beceivers
express their request for content using Interesketa. Interest
packets are routed based on the name of the regueshtent,
using longest prefix matching, either to the nodat ttontains a

data packet with the requested name or to an ietdiate node
that has cached the requested content. Once thepdaket is
found, it is returned to the requester following tieverse path of
the Interest packet.

such as Remote Procedure Call and HTTP for messegeatia-
tion and transmission. Representational State Tea(REST) is a
style of software architecture for web serviceseblasn HTTP. In
contrast to SOAP, no additional server-side openatiare intro-
duced, but only HTTP methods (e.g., POST, GET, RPUDE-
LETE) are used. REST is completely stateless atsémeer and

At the other extreme, name resolution and routorg/érding are
implemented in different nodes and/or different oied ¢ecou-
pled approach). This is the approach followed by aedhitres



such as PSIRP/PURSUIT’s PSI (Publish-Subscriberiet [7]
and 4ward/SAIL’s NetInf architecture [11][8]. Netlnses a two-
phase name resolution approach based on registratioetwork
locators at a name resolution service [6]. The naes®lution
system is independent of the routing/forwardingwoek that
transports content from the publisher to the subscr

In PURSUIT/PSIRP, publishers advertise the conteljects

(publications) that they make available. A pubiimatbelongs to a
particular named scope. Receivers can subscritsritent ob-

jects. Publications and subscriptions are matclyea tendezvous
system. The subscription request specifies theestgmtifier and
the rendezvous identifier that together name thereld content
object. PURSUIT enforces uniform naming by uniquepe and
rendezvous IDs (SID, RID). RIDs are application elegent iden-
tifiers unigue within the scope of an SID.

Proposals such as DONA [9] and COMET [10] inves&gaver-

lay solutions running on top of an IP infrastruetuhence use IP
routing and forwarding functionality inherently. ntu [12] is a

content-centric middleware based on self-certifytogtent iden-
tifiers. It includes a content discovery servicg wihich content is
resolved similarly as in Netinf and DONA.

2.5 Service-Centric Networking

In recent years, a few approaches targeting sesupgort by the
network infrastructure have been published.

SCAFFOLD [14] (Service-Centric Architecture For ¥lde Ob-
ject Localization and Distribution) is an architee that provides
a flow-based anycast service with possibly moviegvise in-
stances. SCAFFOLD aims to manage on system chernsome
change of physical system or network resources, an fail-
ures, planned maintenance, load balancing, workhoagation,
or physical mobility. SCAFFOLD depends on undenyirirtual-
ized and programmable network elements to suppamsparent
migration of objects, services, or virtual machiaesoss physical
resources. SCAFFOLD directly addresses distribotegplicated
objects or services, rather than hosts.

SERVAL [13] is a service access layer above an ified net-

work layer enabling applications to communicateclly on ser-
vice names. SERVAL separates service ID, flow IBcket), and
network address (interface). Service IDs consif25§ bits to be
administered by a central authority. All IDs arsibie to service
routers. Forwarding is based on rules defined lifeta Possible
actions are forwarding, demultiplexing, delayingombing if

packets. SERVAL provides an anycast service foriserouting

with late binding of connections and services. Mpdtth commu-
nication can be used for striping of connections/§.

3. EXTENDED CACHING FOR
CONTINUOUS CONTENT RETRIEVAL
AND STREAMING

Like content delivery networks, a major motivatifam introduc-
ing ICN [4] has been the reduction of traffic anelays by ex-
ploiting caching. In contrast to CDNs, ICN combinesation-
independent content lookup with forwarding/routiagd router
(in-network) caches. Not only server caches as DNQan be
used: A user request for accessing content coulsebeed by an
ICN router cache instead of a server cache. Cachitigservices
is more difficult and possibly somewhat less likeyoccur, since
service requests may be individual and context-dget. Never-

theless, we think that in particular (personalizedltimedia
streaming applications can significantly benefibnfr services
deployed inside the network, in particular fromcstledextended
caching. The underlying principle of extended cachinghattof
“content as an object”, i.e., a content objectdsidentical with a
specific copy but is a representation of a conédernent that can
exist in different formats, copies and at differdotations.
Aligned with the idea of ICN it is assumed that thger is not
interested in the exact copy of the content ohpetthe content
itself. In addition to this, the user is ultimatelgnostic as far as
delivery is concerned (which leads to delivery-centontent
networking [17]). To optimise delivery with respect network
and device conditions the notion of content ceityriznd delivery
centricity can, therefore, be extended to also ideadapted con-
tent according to device, network and user context.

Traditional caching is based on repeatedly requgsiientical

content and serving such requests from a cachenfi&tl caching
does not necessarily deliver the original contbnt, the content
might just be similar to the original one. As exdepequests can
be served by taking content objects from the cathescoding,
filtering, aggregating or extracting the contento® delivered to
the requesting users. In both cases, traditiondleattended cach-
ing, cached objects are (re-)presented in the catheugh, in

extended caching, not only the exact copy of theatki.e., the

content object) can be delivered if requested,itist also suffi-

cient that if the content is available in a spedifirm to use this to
generate the desired format.

Extended caching could be applied for streamingices, when
segments of a requested video stream are availalife cache,
but the request demands a different encoding tHzat v& in the
cache. The request can then be served after trdingcthe avail-
able cached content into the requested format.icanthat can
benefit from extended caching are streaming apptics tailored

to certain device capabilities, interconnectivignditions or user
context information (e.g., location of a user clésenultimedia

output devices), news streams composed of con&letaents
based on personal interests and preferences, ergimes with
real-time audio/video etc. As an example, differasers might
request a streamed video tailored to their vievdagice capabili-
ties. The request might meet a service elementreybarts of the
requested stream are stored, but not in the sammaf@s request-
ed. If the service element provides some transepfdicilities, the

request can be served without forwarding it todhginal server.

A similar example is a situation where the requestievice is
connected via a path with impaired conditions sashhigher
delay or loss or limited bandwidth. Redundant empdchemes
or multi-path transmission might provide the regdirobustness.
This again can be implemented by supporting engpdind

transmission services inside the network.

Caching can be implemented in a passive or actaye wn case
of passive caching, content forwarded along a pétiouters can
be cached in the router memories. In case of actiebing, con-
tent can be proactively placed at routers (or htdcservers) to
better support the target users and to increadéyjabavailabil-
ity (QoA) [18]. This placement has a geographicalvwell as a
temporal aspect. Similarly as content, also sermitéies have to
be placed within the network, cf. Section 5.1.



4. SERVICE NAMING AND ROUTING

SCN proposes to use both service and content nasridentifiers
for Future Internet routing. This creates sevelalllenges to be
investigated as discussed in the following subsasti

4.1 Service Naming

A first issue to be considered is hame resolut@rsérvices. Dif-

ferent services should be distinguishable by diffienames. Iden-
tical services or service classes should have iclntames to
support location-based services close to a userer8emecha-
nisms for uniform content naming exist such asDiggtal Object

Identifiers for digitally available scientific actes or magnet links
as used in peer-to-peer networks, which are byilbdshing the
content. While a completely flat name space dagsgnarantee
uniform naming, hierarchical approaches similaddonain names
require strong coordination similar to the domaame system
(DNS), which is also not desirable for content progts. There-
fore, schemes combining both approaches by sgjittie content
name into two parts <content_owner, content_namightrive an

interesting alternative. This allows both uniformnming as well
as flexible naming of contents. This could also kvfar naming

of services, although it might be possible thatrsiso not care
about or do not know the service provider in adeafdtherefore,
wild cards, e.g., <* service_name>, should be supg. Hierar-

chical service names could then guarantee unifgrofitservice

names.

4.2 Service Name Resolution

Content / service names can either be directly dsedouting
(tightly coupled approach), e.g., as proposed itNC@ the con-
tent / service name can be mapped to a locatotiigen(e.g.,
using a hash function), which is then used foringuiessages to
the content / service source (decoupled approdohgase of a
decoupled approach similar content / service namey be
mapped to completely different locators, which vabuésult in
providing similar services at rather different Itcas in the net-
work. This adds certain flexibility in selectingreee entities for
a requested service name.

Tightly coupled approaches only scale, if names can be aggregat-
ed. In that case, classes of services should hawenon prefixes
to allow aggregation of services but also to sifgpsiearching.
This can be achieved by classification of serviaed building a
hierarchy of services as proposed in [1]. The serviame could
then be built as a concatenation of service caiegoA single-
level web service directory is available at [2].iSThvould also
allow having different service providers for themga service
name. On the other hand, it requires strong coatidin of the
naming hierarchy, similar as for the domain nanstesy (DNS).

Another option in tightly-coupled approaches sushC£N is to
use an overlay of service nodes. Service nodemteonnected
by normal CCN routers. This can be achieved byragldi prefix
to the service name containing the name of the®node that
will next process the service request. In such gpraach there
are two types of nodes: normal CCN routers andicefSCN)
nodes that do more processing of service requestsGCN rout-
ers do. This can be regarded as creating CCN tsriretiveen
SCN nodes.

When implementing SCN above an ICN architecturé¢ tegou-
ples name resolution and data transpdecdqupled approach),
advanced and more complex processing of serviagegts| can be

performed by rendezvous nodes. Implementing SCN avde-

coupled approach such as PURSUIT has benefitsasiskparate
control of the route for data transfer, differeatites for control
and data packets and more effective many-to-onereorication.

A decoupled approach has the advantage of increindaploy-

ment in the Internet, but adds additional delay wuthe two con-
secutive phases name resolution and routing.

In certain special cases, in particular when hagsliénused for
mapping names to locators, similar content or sessie.g., dif-
ferent versions, will be mapped to different locatd'hus, service
requests might be forwarded along a completelyecsfit path,
which can reduce benefits obtained from extendetiing. This

might also be an issue for video retrieval, whero tfiles

/owner/video_name.mpeg and /owner/video_name.aurapped
to different locators. A user might first request (MPEG file and
a second user, which is close to the first useghirthen request
the AVI file. While for two-phase name resolutiahe two re-

quests (including name resolution and forwarding auin-

tent/service requests) might travel along two déife paths, in
case of single phase name resolution, there igla ¢hance that
the requests from both users travel along the gzatte The re-
quest of the second user for the AVI file can thenserved by a
router that already has cached the MPEG file bysttading the
MPEG file into AVI format.

4.3 Service Parameter and Type Support

In addition to the service name, service parameterst be de-
scribed for certain service requests. On the omalhsome ser-
vices will require support for different input oatput formats and
hence will need only a limited, fixed set of paréene. As an
example, different streaming services might exat different

screen sizes or different encoding formats. On dtier hand
there are services that need to support differentbers and types
of parameters; e.g., a location-based servicentbtfie best hotel
could consider different combinations of parameseich as price,
current distance to querying user, category etes&hexamples
show that routing a service request might not aldgend on the
service name but also on additional parametersridesg the

service request.

For adecoupled approach such as PURSUIT, rich service de-
scriptions can be supported in PURSUIT rendezvoades,
which are responsible for mapping service requastservice
publishers. An appropriate forwarding path can thenset up
between publisher and subscriber.

For coupled approaches such as CCN, we see two options for
describing service parameters, either as an extemsithe service
name or as additional information in the body af 8ervice re-
guest message.

1. Coding service parameters or parameter types aoptre
service name require very efficient coding. A pbkssolu-
tion are type representations as in ASN.1 BasicoHing
Rules, but use short encodings for frequently uypeés,
e.g., based on Huffman or arithmetic encodingypes and
parameters should be part of the service namegrtbeding
must be mapped to ASCII characters, e.g., usingd#aen-
coding. This is mainly appropriate for serviceshwdt rela-
tively limited, well defined and static set of peeters.

2. In cases where a service requires a parametehdsis ar-
bitrarily long and nested and might need dynamiampe-



ters, it makes hardly sense to put anything elar the ser-
vice name into the address of the service reqiesameter
values and types should then rather be describdaibody
of a service request message, e.g., using XMLal&meter
values or types need to be analysed for routingréace re-
quest, this would then require analysing the mes&agly.
Alternatively, if multiple services exist under tteame
name, but analysing different parameter sets apéstand
analysis of the message body is not feasible itersuthe
SCN network should forward service requests tgaten-
tially relevant service entities and let these [fingheck

whether they can support the service request arAiso,

initially a “plain” service request might be forvaed in the
network and through a handshake process the guivain-
eterisation is then negotiated.

4.4 ServiceRouting

By using name-based addresses CCN [4] routing eacobsid-
ered a superset of IP routing. If a routing entryhie Forwarding
Information Base (FIB) is present, e.g., for “/cemit
provider/path-name”, there is a high chance but®® % reliabil-
ity that the requested content will be reached thia interface
specified in the routing table. This means thabatent/service
request (also known as Interest message) shoulfbrbarded
along multiple paths to increase the probabilityital content. If
no matching FIB entries for a requested conteneaibgan be
found, then an Interest message might have todoeléld or dis-
tributed via several paths. Forwarding Interestgromultiple
paths can also be used to find the closest coplyeo€ontent ob-
ject stored in a cache. Strategies to forward &stemessages are
left open [4], but it has been proposed to popukis by an-
nouncements of available content. Such announcenantavoid
extensive flooding. Similar mechanisms, i.e., amu@ment of
available services could be used by SCN. SCN seméating
should make use of the significant amount of work service
discovery that has been developed in peer-to-pen@bile ad-
hoc networks. Techniques such as Distributed Hasbleg
(DHT), random walks to avoid flooding, extendedgrisearch,
Bloom filters can be considered.

Routing metrics are another issue related to serweiting. It
might be reasonable to consider performance issuaddition to
address information when deciding along which patkervice
request message should be forwarded. This is $& wden mul-
tiple service elements exist for the same seryiossibly provided
by different service providers. Another potentiakicase for mul-
tiple service elements is automatic load balancing.

Routing metrics can be supported by adding morensos for
each address entry into the routing table. As el@anmgrouting
table column entry could contain the estimatedaasp time for a
service, i.e., the time between forwarding a serverjuest packet
and receiving the service response. Round-trip timaasurements
and exponential averaging techniques could be eghplihe rout-
ing entry with the best value (e.g., lowest meaduesponse time)
can be used to forward a service request. Howétvenust be
ensured that metrics for alternative routes amesbed periodical-
ly, e.g., by periodically using alternative routles service re-
quests, or by generating explicit probing messagesther op-
tion is probabilistic routing by defining a probbtyi function
dependent on the measured metric values. Thioapprcan also
nicely be applied to load balancing. Overloadediserelements

with increased response time will then be lesslileelected.
SoCCeR [15] adds a control layer on top of CCNtlier manipu-
lation of the underlying CCN Forwarding InformatiBase. Rout-
ing of Interests is performed based on the meadosetiand ex-
pected delay based on ants mechanisms. SOCCERwedead
by exchange of ants in addition to Interests anhDa

For decoupled ICN approaches, routing of searcbubscription
information for name resolution is decoupled froatadtransfer.
DHTs can be used to find responsible rendezvoussat (SID,
RID) pairs in PURSUIT. After finding (or even sdlieg from
multiple options) a rendezvous node responsible afoservice
identified by a (SID, RID) pair, a router betweée service pro-
vider (publisher) and service user (subscriber) lsarset up. cf.
Section 5.2. While metrics for routing can be defeed in
straight-forward way for coupled approaches likeNCGue to the
decoupling of forwarding and name resolution tlesrather an
open issue for decoupled approaches. Metrics shbeldieter-
mined based on round-trip times during the datavdeding
phase, but should be considered for name resoluifen deter-
mining appropriate service entities.

5. SERVICE MANAGEMENT AND
DELIVERY

5.1 Service Management

A major issue of SCN is where and when to deploychviser-

vices in the network. Supporting multimedia stredanservers at
the edge of a network only is not most efficientei for person-
alized streams, extended in-network caching andsteding
should be utilized to provide a better serviceatitition to de-
ployment, services need to be adapted and removeh wot
needed anymore. Deployment, adaptation, and tetimmaof

services should be considered as parts of sendceigement.

Service deployment can either be triggered by users, network

operators or agents in network elements when thramecific

user content, user service, or content serviceadatien it is dis-
covered that a service deployment for a specifse éa beneficial
for performance. This requires a measurement inéretsire to
detect which data flows between service providers service
consumers exist. This knowledge can then be takeénpat by a
decision making entity to decide when and wherdytaamically
deploy new service elements. In addition to thepemal deploy-
ment decision of a new service element, the detisibere to
deploy is also important. For example, a transapdservice
might be best deployed at a forking point wherdedint net-
works (and specifically network types) convergeefEhare certain
criteria and parameters that have to be takenaatount. Service
deployment must consider the hardware capabiligemired to
perform expensive calculations in order to impletrtee service.
Service elements might also have to access rematizz dhe
overhead for accessing remote data can be redyced bppro-
priate choice for the location of the service elem® be de-
ployed. Optimal service deployment is challengiAdgorithms

based on heuristics might be needed.

Since several parameters such as usage patterb#ityraf users,
and network conditions are highly dynamic, paramseted loca-
tion of service elements need to adapt to currenditions. This
might result in modified/adapted functionality @fréice elements
or in migration of service elementService adaptation again
requires monitoring tools to record traffic andvées usage. Ad-



aptation of services should be supported by selfside service
elements. However, self-adaptivity of services rhigh limited
and for significant modifications, e.g., replacemef service
elements, operator-assisted adaptation might baedee

Services can have different lifetimes dependinghmir purpose,
task and goals. Certain services can be permaniestiiled and
make up part of the “service fabric”. Others witllp be required
at a certain point in time to serve a specific mervequest. Ser-
vices can also be required at a specific locatamaf predefined
duration and then they should be removed. Hencgarntiated
services should be removed when not needed anyraag,in

case the service task has been fulfilled or ofdetelow service
usage gervice termination).

An appropriate service management framework possided on
policies and autonomic network management mechanisuonst
be identified. The framework must comprise mecémasi for
monitoring, resource optimization, decision suppand control.

Service management in tightly coupled approacheb ss CCN

includes deployment of services at service entgtiesh as routers
or attached servers. Routing tables must be adauieardingly.

Service management using a decoupled approach asuEtUR-

SUIT requires announcement and termination of sesvat ren-
dezvous nodes. Adaptation is a special case ofirtatimg the

previous service and announcing the adapted service

5.2 Service Délivery

In coupled approaches as CCN, service deliveryageth on the
proposed Interest/Data message exchange, whiclresdwaving

one Interest message for each Data message. Aragtien is to

have a value, e.g., N, in each interest messageaiimt after how
many Data messages an Interest can be discarderbirter. This

would replace subsequent transmission of N Intemes$sages.
Alternatively, it might also make sense to userkgdData mes-
sage exchange only for service discovery and estalal fixed

path between client and service, e.g., using OmsnFThe path is
then determined by the path taken by Interest/Dessages. This
makes in particular sense for stateful servicesddooupled ap-
proaches service/data delivery is independent ofengesolution.

After name resolution any kind of data path cansbkected or
established for data/service delivery. This coudd dven multi-

path or multicast communications.

5.3 Software-Defined Service-Centric
Networking

Consider that an extended service and object nan®&CiN can
define multiple functions to be performed on muéimbjects
involving multiple service nodes. Then, a serviequested by a
user can be composed out of a set of basic seraiceady de-
ployed inside the network. Hence, a service reqeeastbe seen as
a service “program”, which defines service composiinvolving
objects or methods from different servers. Indebis promotes
the service-centric and location-independent trethé: service
program does not indicate the specific servers tiesd to be
involved, but rather only the service(s) the retgress interested
in. It is up to the network to identify the specifervers that will
provide the service. This might have similaritieshwactive net-
works, but it is based on ideas such as locatidependence of
service and data and routing based on names aneissed.

A service mapper has to react on a service redoeshe com-

posed service, identify the necessary basic sexvical these by
issuing single service requests, and combine thkeltssinto a
single response for the composed service requestic® nodes
with mapping functions should run at strategic poimside the
network so that other basic services are reachaitielow over-

head in terms of delay and bandwidth usage. Otlserwf the

client knows the decomposition of a service, adisservices to
be combined in a chain can be provided by the tlhymmaking

use of a SCN routing header. To support serviceposition, a
service program can be routed between service nasieg CCN

named-based routing. Between two service node® tban be
normal CCN forwarding/routing nodes that forwardsés on

names. Once the service program reaches a semile® the ac-
tions in the service program can involve sending gbrvice re-
quest to a specific service node; the latter caadbéeved by add-
ing the specific service node address (locatore fbxt service
node that follows can depend on the results oftfans that are
executed in the current node.

Service composition can be supported by softwakeldpment

tools such as G-Streamer [3], which is an opencgomultimedia
framework for developing audio/video applicationg of a set of
already existing basic components. Service compaositan be
supported by in-network service nodes that rece@mposite

service descriptions and break down / map the csitgservice
descriptions into service components or basic serelements.
As example, a multi-party conference service cabro&en down
into basic service elements such as encoding &ipartt's audio,

transcoding it into a common encoding, mixing thgyke partici-

pant’s audio streams, and transcoding the mixedbastdeam to
the encoding that can be decoded by each singteeipant. In

addition to the multi-party conference service,gilole other ap-
plications benefitting from service composition atistributed

services such as top headline news from major rsées or dis-
tributed search. These example services involvetioms from

possibly multiple servers. However, the fact tHa¢ service is
implemented by multiple servers is not exposedhéorequester or
indicated in the request itself, which is locatindependent.

It should also be emphasized that here is a cedaatogy be-
tween the above software-defined view of SCN anftw@oe-
Defined Networking such as OpenFlow. OpenFlow sspar
control from forwarding functionality of a node. fa@rding
nodes expose an API for controlling its operatibn.a similar
way, a service-centric networking architecture barseen to pro-
vide an API to service developers (distributed magion devel-
opers) to define services (which can involve coratians of mul-
tiple functions on multiple objects). Thus, the S@pproach can
be considered and called Software-Defined Servieet@ Net-
working (SDSN). Similarly as SDN, SDSN can providEI to
service developers (distributed application devetepto define
services (which can involve combination of multifl@ctions on
multiple objects). SDSN acts on the service level arograms
the whole network to provide a service, whereasnBlmv acts
on the network level and controls operation ofrvérding node.

6. SCN PROTOTYPE IMPLEMENTATION

There are a variety of alternatives to implementvi8e-Centric
Networking. Service elements could be implementeside rout-
ers, similar to concepts proposed by Active Netwagk Due to
the risks and concerns about Active Networking wther see



more promising options by deploying execution emwmnents co-
located with routers alongside the delivery netwditkis is in line

with emerging cloud computing environments and daatres

that are directly connected to routers or depls@uewhere else
in the network. However, in contrast to cloud seesi other SCN
target services might be more dynamically locatedughout the
SCN infrastructure. It is also possible to haveviser elements
deployed in end systems, i.e., servers of servioeiglers or even
end user devices.

6.1 Example: Image Conversion Service

As an example for demonstrating the benefits of S@Ntake a
still image conversion service. This service cardbployed at a
CCN router. Assuming that a still image is avaiéafsfbm a pub-
lisher as bit map (BMP) or JPEG file, a user migljuest a JPEG
encoded file of the still image. If a CCN router between the
user and the publisher has already stored the &t fite in its
content store (cache) or in its file repositorye thit map file can
be converted into a JPEG file by the CCN router églizered to
the user. This saves bandwidth between the CCNerautd the
publisher, who might also have stored the JPEGdil¢he still
image. However, this comes at the cost of additipnacessing in
the CCN router for the image conversion. This addditional
delay, which might be higher than the end-to-enidydbetween
user and publisher.

6.2 SCN Implementation

As a proof of concept, we implemented the still gm&onversion
service on top of CCNx [24]. This allows severatiops for the
implementation. One option would have been to ektbe CCNx
daemon called ccnd, which runs in Linux user sp@ibés would
allow implementing a conversion service transpaterthe user.
In this case, ccnd could intercept requests foit enbp file, con-
vert the bit map file into a JPEG file and retulne UPEG file to
the user. This approach would require modificatiafisccnd.
Moreover, ccnd would have to decide whether andhfwhich
source file the conversion should be done. Dueh&séd draw-
backs we decided not to follow the above appro&ttead we
implemented the image conversion service as a a&papplica-
tion running on a CCN router. In this case, thegenaonversion
service provided has to be addressed explicitlythay user. As
example, if a user wants to use the service amdsttenessage as
request has to be sent to the CCN network:

/ uni be. ch/ sc/ JPEJ publ i sher. org/i mage. BMP

The request asks a CCNx conversion service prowigedniver-
sity of Bern (unibe.ch) to retrieve the originalage with the
name/ publ i sher. or g/ i mage. BMP, convert it into a JPEG
file and return it to the user. This approach daes require
changes to ccnd. The user can completely contrathwfile
should be converted into which format. The servicaddressed
explicitly. The prototype implementation has beeiilttby using
the CCNXx repository at the publisher side and tregetfile pro-
gram at the user side. These programs are prowigede CCNx
implementation.

6.3 Service Usage Example
Figure 2 shows one example for service processitigthe image
conversion service. Other modes are possible ds wel
1. Userl at clientl issues a request for a bit mapfifdm the
publisher.

2. The request, i.e. Interest message, will arrivihatccnd of
the CCN router (ccndr).

3. The Interest message is forwarded by ccndr to cctidp

ccnd of the publisher.

The bit map file will be read.

The bit map file arrives at the ccnd of the puldish server.

The bit map file is sent in data messages to thd of the

CCN router.

The bit map file is sent back to ccndl, the ccndlieft 1.

The bit map file is delivered to userl

User2 issues a service request to convert the dgit fite of

the publisher into a JPEG file.

10. The service request is forwarded by ccnd2, the afradi-
ent 2, to the CCN router.

11. cendr, the cend running at the CCN forwards theiserre-
guest to the service entity running on the CCNenut

12. The conversion service requests the bit map fileast for
the conversion.

13. cendr has the bit map file in its content storadre and can
deliver it to the conversion service for conversioro
JPEG.

14. The JPEG file is delivered by the service entitgdadr,

15. cendr returns the JPEG file to ccnd2.

16. The JPEG file is delivered to user2.

17. Userl issues the same request as user2 before.

18. The service request arrives at ccndr and can lveddérom
the content store / cache.

19. cendr delivers the JPEG file to ccnd1.

20. The JPEG file is delivered to userl.
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Figure 2: Service processing with Service-Centric Networking

6.4 Experimental Evaluation
The evaluation has been performed using 4 compatarsrding
to the example scenario depicted in Figure 2.

e First, we measured the time for the delivery oftariap file
from the publisher to user 1. This correspondsiéps1-8.
The time for the delivery of the 36 MB bit map fikas 186
s. This time is needed for forwarding the Intei@stl Data
messages between the involved CCN daemons ccnaldr, cc
ccndp.

o Next, we measured the time for handling the semécgiest
of user2. This includes steps 9-16 and lasted 3This
mainly includes time for converting the bit mapefihto a
JPEG file (6 MB) by the CCN router as well as forgdiag
Interests and Data between ccnd2 and cendr.



¢ Finally, we measured the time for the service regissued
by userl. The service data is already in the COMNerts
content store and the request can be completaddadte

In the example used for performance evaluation,atmeunt of
data exchanged over the network could be decreageificantly

compared to a scenario without SCN support, wheth blients

would have requested a bit map file first and tenverted it
locally. Client 1 could have requested the bit rfilgo from the

publisher over two hops. Client 2 could then bevegrby the
CCN router, but the full 36 MB file would have te transferred
between CCN router and client2. In the servicefoemtetwork-

ing case, the 36 MB file was only transferred owege link, in-

stead of three links in a pure CCN scenario witt®GN support.
However, the bandwidth savings come at the cosadulitional

delay caused by the conversion service. In our plathe delay
is rather significant due to the complexity of tervice and the
user space Java implementation of the service, s not been
optimized for performance. More appropriate prograng lan-

guages, runtime environments, and better integradibservice
implementations and ICN routers can reduce thig/hbiaak.

7. CONCLUSIONS

This paper discussed certain issues of ServiceriCéetworking
such as naming and routing as well as managemesgreites in
more detalil. In particular, it discussed differencd SCN when
using tightly coupled or decoupled ICN approachesa proof-
of-concept we have implemented a still image cosiverservice,
which can significantly reduce network bandwidth.
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