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ABSTRACT

In cognitive radio (CR) networks, a pair of CR nodes have to
“rendezvous” on a common channel for link establishment.
Channel hopping (CH) protocols have been proposed for cre-
ating rendezvous over multiple channels to reduce the pos-
sibility of rendezvous failures caused by the detection of pri-
mary user signals. Rendezvous within a minimal bounded
time over multiple channels is a challenging problem in het-
erogeneous CR networks where two CR nodes may have
asynchronous clocks, different sensing capabilities, no com-
mon universal channel set, and heterogeneous channel index
systems. In this paper, we present a systematic approach
using group theory for designing CH protocols that guaran-
tee the maximum number of rendezvous channels and the
minimal time-to-rendezvous (TTR) in heterogeneous envi-
ronments. We derive the minimum upper bound of TTR,
and propose two types of rendezvous protocols that are in-
dependent of environmental heterogeneity. Analytical and
simulation results show that these protocols are resistant to
rendezvous failures under various network conditions.

Categories and Subject Descriptors

C.2.2 [Computer-Communication Networks]: Network
Protocols

Keywords

Cognitive radio, rendezvous, heterogeneous

1. INTRODUCTION

In cognitive radio (CR) networks, “rendezvous” is a boot-
strapping primitive for two communicating nodes or sec-
ondary users (SUs) to find each other on a rendezvous/control
channel within a bounded time, prior to data communica-
tions [12]. However, rendezvous failure occurs between two
SUs when the rendezvous channel is unavailable due to the
detection of primary user (PU) or interference signals.
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Two metrics are usually used for evaluating the perfor-
mance of a rendezvous protocol.

1. Ideally, we want to maximize the number of rendezvous
channels—referred to as rendezvous diversity—thereby
minimizing the risk of rendezvous failures [4];

2. It is also desired to minimize the time-to-rendezvous
(TTR) for obtaining a small rendezvous delay between
two SUs [3, 8, 10,15].

Since the common control channel (CCC) approach is sub-
ject to the rendezvous failure problem, channel hopping (CH)
approaches have been widely used to create multiple ren-
dezvous channels between two SUs [3,6,8,10,11,15]. Specif-
ically, each SU starts a channel hopping process according
to its own CH sequence and local clock; two SUs’ CH se-
quences are carefully chosen to spread out rendezvous points
over multiple pairwise common channels.

There are four primary challenges for designing a CH-
based rendezvous protocol that has a small TTR and a high
rendezvous diversity in heterogeneous environments.

1. Lack of clock synchronization. It is difficult to require
two independent nodes to have synchronized clocks
without any handshake between them. Existing re-
search efforts address this problem by using quorum-
based [3,5], difference set-based [9], modular-based [2,
12, 15], jump-stay [10], and circle-based channel hop-
ping approaches [7].

2. Different sensing capabilities. Two CR nodes may have
different spectrum sensing capabilities, and thus their
perceptions of channel availability or sensible channel
sets can be different. Recent studies show that efficient
rendezvous can be achieved for two CR nodes without
assuming the same sensible channel set [13,14].

3. No universal channel set or common channel index
system. Most existing work assumes that all nodes
share a known universal channel set, where N fre-
quency channels are mapped to channel indices using a
common channel index system. However, a CH-based
protocol may fail to guarantee rendezvous when two
nodes have no universal channel set or a common way
of mapping channel indices to frequency channels. For
example, given three channels with center frequencies
a, b, c, two nodes using the same CH sequence {0, 1, 2}
fail to achieve rendezvous when one node maps indices
{0, 1, 2} to frequencies {a, b, c}, while the other maps
indices {0, 1, 2} to {b, c, a}.
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4. Independence of consecutive integer channel indices.
In many existing works, every node has a set of con-
secutive integer channel indices in a common channel
index system which allows the exploitation of arith-
metic modular operations for guaranteeing rendezvous
in the constructed CH sequences [2, 10, 13, 14]. For
instance, it is assumed in [13, 14] that there exists a
universal channel set U = {c0, c1, . . . , c|U|−1} and that
each node i can sense a range of consecutive channels
Vi = {cx, cx+1, . . . , cx+|Vi|−1}. However, it is difficult
for every node to sense a range of consecutive chan-
nels that come from a universal spectrum in practical
scenarios.

We would like to point out that it is the holistic combination
of the above four challenges that makes the design of ren-
dezvous protocols far from trivial and requires an original
study that cannot draw on any existing result which, to the
best of our knowledge, addresses only the first and/or the
second challenge. Formally, we coin the term heterogeneous
rendezvous problem in CR networks to denote the following
problem: How can two channel hopping secondary users,
given asynchronous local clocks, different sensing capabili-
ties, no universal channel sets, and heterogeneous channel
index systems, achieve the maximum “rendezvous diversity”
within a minimum upper-bounded TTR?
In response to the formulated problem, we present a sys-

tematic approach based on group theory for analyzing and
devising CH-based rendezvous protocols that address above
challenges altogether. The contributions of this work are
summarized as follows.

1. Establishment of the group-theoretic framework : We
formulate the heterogeneous rendezvous problem from
the group-theoretic perspective, and cast the CH-based
rendezvous protocol design into the established frame-
work.

2. Theoretical performance bound of rendezvous protocols:
We derive that the minimum upper bound for TTR to
achieve the maximum rendezvous diversity in hetero-
geneous environments is NiNj , where Ni and Nj are
the sizes of two distinct channel sets available to the
two nodes i and j.

3. Design of optimal rendezvous protocols that achieve
the derived performance bound : We first propose ren-
dezvous protocols that achieve maximum rendezvous
diversity within a TTR bounded by NiNj , given that
Ni andNj are co-prime. By leveraging the symmetriza-
tion technique, we further propose an advanced ren-
dezvous protocol that achieves maximum rendezvous
diversity within a TTR bounded by O(NiNj) without
assuming co-prime Ni and Nj .

Note that the follow-on tasks after initial rendezvous—
such as neighbor discovery handshake [1], channel contention
procedure, and data transfer—are outside the scope of this
paper.
The rest of this paper is organized as follows. We pro-

vide the system model and formulate the problem in Sec-
tion 2. In Sections 3 and 4, we describe the elementary
and advanced CH-based rendezvous protocols respectively.
We evaluate the performance of our proposed rendezvous
schemes in Section 5, and conclude the paper in Section 6.

2. PROBLEM FORMULATION

2.1 System Model

2.1.1 Heterogeneous network environments

We assume a CR network where every secondary user/node
i ∈ Λ is equipped with a CR operating over a number of or-
thogonal frequency channels that are licensed to primary
users, where Λ is the set of user IDs in the network.

Clock drift. We consider a time-slotted communication
system. Local clocks of two nodes may differ from each
other by a certain amount of clock drift. A network node is
assumed to be capable of hopping across different channels
according to a channel hopping sequence and its local clock.

Different sensible channel sets. We term the set of
frequency channels which a secondary user i can sense and
operate over its sensible channel set or channel set, denoted
by Ci. Ni = |Ci| < ∞ is called its sensible channel number
or simply channel number.

Different channel labeling functions. We do not as-
sume a universal channel set for all nodes whereby their
sensible frequency channels are mapped to a set of chan-
nel indices in the same way. Hence, each node i has its
own channel labeling function to assign each frequency chan-
nel in Ci a channel index chosen from its channel label set
ZNi

= {0, 1, 2, . . . , Ni − 1}. We call the elements of the la-
bel set ZNi

channel labels or channel indices. The labeling
function λi is a 1-1 correspondence between Ci and ZNi

:

λi : Ci → ZNi
.

Let λ−1
i : ZNi

→ Ci denote the inverse map of λi.
Heterogeneous environments. The CR network envi-

ronment is heterogeneous in the sense that

• Tight synchronization is unavailable for different nodes’
local clocks.

• Ci is not necessarily identical with Cj for two distinct
nodes i and j.

• Each node i has its own channel labeling function λi,
i.e., given the same channel at frequency a, it is possi-
ble that λi(a) 6= λj(a).

2.1.2 CH sequence

A CH sequence determines the order in which a node visits
all available channels. We represent node i’s CH sequence
ui with period T as a sequence of channel indices:

ui = {u0
i , u

1
i , ..., u

t
i, ..., u

T−1
i },

where ut
i ∈ ZNi

denotes the channel index of sequence ui in
the t-th timeslot of a CH period, and |ui| = T .

Given two CH sequences with period T , ui and uj , if ∃t ∈
[0, T − 1] s.t.

λ−1
i (ut

i) = λ−1
j (ut

j) = a

with a ∈ Ci∩Cj , we say that ui and uj rendezvous in the t-th
timeslot on frequency channel a. The t-th timeslot is called
a rendezvous slot ; frequency channel a is called a rendezvous
channel between ui and uj ; u

t
i and ut

j are called a pair of
rendezvous channel indices.

Let C(ui, uj) denote the set of rendezvous channels be-
tween two CH sequences ui and uj , and T (ui, uj) denote
the set of rendezvous slots. Obviously, C(ui, uj) ⊆ Ci ∩ Cj

and T (ui, uj) ⊆ [0, T − 1].
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2.1.3 Common period of two CH sequences

Given two CH sequences with different periods, ui and uj

whose periods are Ti and Tj respectively, we extend them
to a CH sequence with period T = lcm(Ti, Tj)

1, such as

u′
i =

∏T/Tj

k=1 ui and u′
j =

∏T/Ti

k=1 uj , where
∏K

k=1 sk denotes
the concatenated sequence s1 ‖ s2 ‖ s3 ‖ · · · ‖ sK .
T = lcm(Ti, Tj) is termed the common period of ui and uj .

We define C(ui, uj) , C(u′
i, u

′
j) ⊆ Ci ∩ Cj , and T (ui, uj) ,

T (u′
i, u

′
j) ⊆ [0, T − 1].

2.2 CH Protocol
A CH protocol is a rule of creating a CH sequence for each

node and can be represented as a map r

r : Λ× N →
∞
⋃

T=1

N
T

(i, Ni) 7→ r(i, Ni)

where NT is the set of natural number sequences with length
T and

⋃∞
T=1 N

T denotes the set of all CH sequences. Node
i’s CH sequence will be r(i, Ni).
In heterogeneous environments, two nodes may have no

knowledge about the clock time, the channel set, and the
channel labeling function of each other. A node knows its
ID i and the number of sensible channels, i.e., Ni. Our
definition of a CH protocol r only relies on a node’s ID i
and channel number Ni. Note that r is independent of the
clock time, the channel set (we are not interested in which
channels are available to a node but the total number of
available channels) and the channel labeling function, and
that node i’s CH sequence only relies on its own information
and requires no knowledge about other nodes.

2.3 Heterogeneous CH (HCH) System
Given a CH sequence ui, we use rotate(ui, k) to denote

the cyclic rotation of CH sequence ui by k timeslots, i.e.,

rotate(ui, k) = {v0i , ..., vti , ..., vT−1
i },

where vti = u
(t+k) mod T
i , t ∈ [0, T − 1] and k is an integer.

For example, given ui = {0, 1, 2}, rotate(ui, 2) = {2, 0, 1}.

Definition 1. A Heterogeneous CH (HCH) system for
a CR network is a pair H = (Λ, r). ∀i, j ∈ Λ, i 6= j and
∀k, l ∈ Z, H satisfies the following property: if Ci ∩Cj 6= ∅,
then |T (rotate(r(i, Ni), k), rotate(r(j,Nj), l))| ≥ 1, where Λ
is the set of node IDs in the network, and r is the CH protocol
to be designed.

In Definition 1, the required property states that two nodes’
CH sequences should have at least one rendezvous timeslot
per common period given any amount of clock drifts k and
l, provided that they share at least one common channel.
Obviously, it is impossible to rendezvous with no channel in
common.

2.4 Group-based Interpretation of Rendezvous
Nodes i and j rendezvous on a frequency channel a in

timeslot t, which implies that they simultaneously hop onto
the same frequency regardless of their assigned channel in-
dices, λi(a) ∈ ZNi

and λj(a) ∈ ZNj
, to a. I.e., frequency

1The least common multiple of two integers x and y is usu-
ally denoted by lcm(x, y).

a can be mapped to any channel index in ZNi
and ZNj

.
Hence the pair of rendezvous channel indices (λi(a), λj(a))
can be any element in the group ZNi

⊕ ZNj
. We intuit

that a feasible protocol has to enumerate/generate all ele-
ments in ZNi

⊕ ZNj
. As a result, we transform the con-

cept of rendezvous between two CH sequences to an element
in ZNi

⊕ ZNj
; the maximum rendezvous diversity indepen-

dent of channel labeling functions corresponds to enumerat-
ing/generating all elements in ZNi

⊕ ZNj
.

Min TTR Bound for Max Rendezvous Diversity.
Theorem 1 substantiates the aforementioned intuition, when-
ce additionally we obtain the minimum period, i.e., the min-
imum TTR bound for the maximum rendezvous diversity
(|Ci ∩ Cj |).

Theorem 1. Given CH sequences r(i, Ni) and r(j,Nj),
let

u =

T/|r(j,Nj)|
∏

n=1

r(i, Ni); v =

T/|r(i,Ni)|
∏

n=1

r(j,Nj),

where T = lcm(|r(i, Ni)|, |r(j,Nj)|). The set of channel in-
dex pairs in all timeslots equals ZNi

⊕ ZNj
, i.e. ∀k, l ∈ Z,

{(rotate(u, k)t, rotate(v, l)t|t ∈ [0, T − 1]} = ZNi
⊕ ZNj

.

As a corollary, their common period T must be NiNj or
greater; r(i, Ni) and r(j,Nj) can rendezvous on every chan-
nel in Ci ∩ Cj within T timeslots.

Proof. It is obvious that {(rotate(u, k)t, rotate(v, l)t|t ∈
[0, T − 1]} ⊆ ZNi

⊕ ZNj
. It suffices to prove ZNi

⊕ ZNj
⊆

{(rotate(u, k)t, rotate(v, l)t|t ∈ [0, T − 1]}.
Suppose Ci ∩ Cj = {a} and ∃(n,m) ∈ ZNi

⊕ ZNj
but

(n,m) /∈ {(rotate(u, k)t, rotate(v, l)t|t ∈ [0, T − 1]}. We

construct two channel labeling functions λ̃i : Ci → ZNi
and

λ̃j : Cj → ZNj
, such as

λ̃i(x) ,











λi(x) if x 6= a, λ−1
i (n)

n if x = a

λi(a) if x = λ−1
i (n),

λ̃j(x) ,











λj(x) if x 6= a, λ−1
j (m)

m if x = a

λj(a) if x = λ−1
j (m).

We need to prove that i and j cannot rendezvous with chan-
nel labeling functions λ̃i and λ̃j . Suppose ∃t ∈ [0, T − 1] s.t.

λ̃−1
i (rotate(u, k)t) = λ̃−1

j (rotate(v, l)t). Since Ci ∩ Cj =

{a}, λ̃−1
i (rotate(u, k)t) = λ̃−1

j (rotate(v, l)t) = a, therefore

n = λ̃i(a) = rotate(u, k)t and m = λ̃j(a) = rotate(v, l)t.
Hence, (n,m) ∈ {(rotate(u, k)t, rotate(v, l)t|t ∈ [0, T − 1]},
and this is a contradiction.

Hence we conclude that

ZNi
⊕ ZNj

⊆ {(rotate(u, k)t, rotate(v, l)t|t ∈ [0, T − 1]},
and that T ≥ |ZNi

⊕ ZNj
| = NiNj .

Elements in group ZNi
⊕ZNj

enumerate all possible pairs
of rendezvous channel indices, whence the two CH sequences
achieve maximum rendezvous diversity.

2.5 Design Requirements
We identify three design requirements for a CH-based ren-

dezvous protocol to be applicable in heterogeneous environ-
ments.
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Node i 

Node j 
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��������c c c b b b a a a c c c b b b

b b a a b b a a b b a a ��������

c b a c b a c b a c b a c b a

Node i 

Node j 

��������

Node i 

Node j 

Combination 1:

fast + slow

Combination 2:

slow + slow

Combination 3:

fast + fast

Figure 1: Three combinations of fast and/or slow
CH sequences of nodes i and j, with Ci = {a, b} and
Cj = {a, b, c}.

1. Maximum rendezvous diversity. We have to establish
the maximum rendezvous diversity between a pair of
rendezvous nodes to minimize the probability of ren-
dezvous failure. As is shown in Theorem 1, it suffices
to enumerate all possible pairs of channel indices, i.e.,
to enumerate all elements in ZNi

⊕ ZNj
.

2. Delay bounded by O(NiNj). According to Theorem 1,
the common period of two nodes’ CH sequences must
be at least NiNj ; therefore we expect that the max-
imum rendezvous diversity can be achieved within a
delay bounded by O(NiNj).

3. Robustness to cyclic rotation. To be independent of
clock synchronization, rendezvous between two CH se-
quences has to be robust to cyclic rotation.

Fast/slow CH sequences. We define a pair of CH se-
quences for each node i with Ni = |Ci| sensible channels:
(1) a fast CH sequence whereby node i changes its cur-
rent channel every timeslot to traverse all Ni channels in
Ci; and (2) a slow CH sequence whereby node i changes
its current channel every Ni timeslots to traverse all Ni

channels in Ci. For example, suppose Ni = 3 and Ci =
{a, b, c}, then {a, b, c, a, b, c, a, b, c} is a fast CH sequence and
{a, a, a, b, b, b, c, c, c} is a slow CH sequence. Note that the
relative order of a, b and c does not matter, which means
that {b, a, c, b, a, c, b, a, c} is also a fast CH sequence and
{c, c, c, a, a, a, b, b, b} is a slow CH sequence as well. There-
fore we can use channel labels to represent a CH sequence
alternatively. For instance, {0, 2, 1, 0, 2, 1, 0, 2, 1} is a fast
sequence and {2, 2, 2, 0, 0, 0, 1, 1, 1} is a slow sequence, no
matter which channel labeling function is used by node i.
There are three possible combinations/pairs of fast and/or

slow CH sequences that can be chosen by two nodes (i.e.,
fast+slow, slow+slow, and fast+fast), as illustrated in Fig-
ure 1. Our research findings indicate that the above design
requirements can be satisfied when two nodes happen to
choose any of these three combinations, then the maximum
rendezvous diversity is established within a bounded delay.
This conclusion holds despite any amount of cyclic rotation
to either CH sequences.
For Combination 1 in Figure 1, one node employs a slow

CH sequence while the other employs a fast one. This is
the asymmetric CH protocol2 ACH [3,6], where every node

2An asymmetric protocol means that two nodes generate
their CH sequences in different/asymmetric ways.

knows its pre-assigned role as a sender to use a fast CH se-
quence, or a receiver to use a slow one. In group theory,
using two elements, such as (1, 0) and (0, 1), can easily gen-
erate the group ZNi

⊕ ZNj
. In ACH, the sender node uses

the generator (1, 0) to obtain its fast CH sequence while the
receiver node uses the generator (0, 1) to obtain its slow CH
sequence, which collectively generate the group ZNi

⊕ ZNj
.

The drawback is that two nodes create CH sequences in
different/asymmetric ways, which necessitate pre-assigned
roles.

For Combination 2 or 3 in Figure 1, both nodes choose
a slow (or fast) CH sequence. When Ni and Nj are co-
prime, they gaurantee maximum rendezvous diversity with
a bounded delay by Chinese Remainder Theorem. We show
that such designs with the channel number co-primality con-
straint meet the above design requirements in Section 3 and
term them elementary HCH systems. These two designs are
called ǫ1- and ǫ2-rendezvous in Section 3; ǫ stands for ele-
mentary.

However, it is impractical to assume that two rendezvous
nodes happen to be pre-assigned the sender/receiver role,
or meet the co-primality constraint on channel numbers Ni

and Nj . In Section 4, we propose an advanced HCH sys-
tem design, which meets the above design requirements and
is independent of all aforementioned assumptions. The ad-
vanced design leverages the symmetrization technique that
enables every node to create a bit string that determines
how to interleave its fast and slow CH sequences. Based
on Combination 1, this advanced design introduces the no-
tion of choice sequence to symmetrize Combination 1 while
preserving all its properties.

3. ELEMENTARY HCH SYSTEMS WITH

CHANNEL NUMBER CO-PRIMALITY
In this section, we propose two elementary HCH systems,

termed ǫ1- and ǫ2-rendezvous, both of which require co-
primality of channels numbers Ni and Nj . We consider gen-
erating the group ZNi

⊕ ZNj
in a symmetric way—using a

single group generator. By Chinese Remainder Theorem,
group ZNi

⊕ ZNj
is cyclic if and only if Ni and Nj are co-

prime; in this case, ZNi
⊕ ZNj

= ZNiNj
.

3.1 CH Sequence Construction
ǫ1-rendezvous. With Ni and Nj co-prime, (1, 1) is a

generator of the cyclic group ZNi
⊕ZNj

. For every node i ∈
Λ, let r(i, Ni)

t denote the channel index of its CH sequence
in timeslot t, which is determined in ǫ1-rendezvous as follows

r(i, Ni)
t = t mod Ni,

where t ∈ [0, Ni − 1].
ǫ2-rendezvous. Similarly, we propose another HCH sys-

tem that requires Ni and Nj to be co-prime. For every node
i ∈ Λ, the channel index of its CH sequence in timeslot t is
determined in ǫ2-rendezvous as follows

r(i, Ni)
t = ⌊ t

Ni
⌋ mod Ni,

where t ∈ [0, N2
i − 1].

3.2 Robustness to Heterogeneous Environments
If nodes i and j employ ǫ1- or ǫ2-rendezvous, the common

periods of their CH sequences are T = NiNj and N2
i N

2
j , re-
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Clock drift: 3 slots

Node i : r (i , Ni )

Node j : r ( j , Nj )

Clock drift: 3 slots

��������

0 1 0 1 0 1 0 1 0 1 0

0 1 2 0 1 2 0 1 2 0 1

b a b a b a b a b a b a

1

2

c b a c b a c b a c b a

Node i : r (i , Ni )

Node j : r ( j , Nj )

��������

��������

��������

0 1 2

c b a

-rendezvous

-rendezvous

��������

0 0 1 1 0 0 1 1 0 0 1

0 0 0 1 1 1 2 2 2 0 0

b b a a b b a a b b a a

1

0

c c c b b b a a a c c c

��������

��������

��������

1 1 1

b b b

Figure 2: Nodes i and j have different labeling func-
tions: λi(b) = 0, λi(a) = 1; λj(c) = 0, λj(b) = 1,
λj(a) = 2. In ǫ1-rendezvous: node i uses r(i, 2) = {0, 1}
while node j uses r(j, 3) = {0, 1, 2}. In ǫ2-rendezvous:
node i uses r(i, 2) = {0, 0, 1, 1} while node j uses
r(j, 3) = {0, 0, 0, 1, 1, 1, 2, 2, 2}.

spectively. Figure 2 illustrates examples of elementary HCH
systems with Ni = 2 and Nj = 3. In Figure 2, two nodes
rendezvous over all common channels (maximum diversity).
The following theorem shows ǫ1- and ǫ2-rendezvous proto-
cols’ robustness to heterogeneous environments.

Theorem 2. For two nodes i and j with Ni and Nj co-
prime, ǫ1- and ǫ2-rendezvous can guarantee maximum ren-
dezvous diversity with a TTR bounded by NiNj and N2

i N
2
j ,

respectively, despite any possible channel labeling functions
and clock drifts.

Proof. ǫ1-rendezvous. Suppose node j’s clock is k
timeslots behind that of node i. Let k′ be k mod Nj ∈ ZNj

.

Since r(j,Nj)
t = t mod Nj , we have rotate(r(j,Nj), k) =

r(j,Nj)+k′, where the addition in the right-hand side means
r(j,Nj)’s component-wise addition by k′ in ZNj

(For exam-
ple, {0, 1, 2}+ 1 = {1, 2, 0} in Z3). Therefore, the sequence

{(r(i, Ni)
t, rotate(r(j,Nj), k)

t)}t∈[0,T−1]

= {t · (1, 1)}t∈[0,T−1] + (0, k′).

By Chinese Remainder Theorem, the group ZNi
⊕ ZNj

is
cyclic if and only if Ni and Nj are co-prime. Since (1, 1) is a
generator of the cyclic group ZNi

⊕ZNj
and t runs from 0 to

T − 1 = NiNj − 1, we have {t(1, 1)}t∈[0,T−1] = ZNi
⊕ ZNj

,
thus

{(r(i,ZNi
)t, rotate(r(j,ZNj

), k)t)}t∈[0,T−1]

= ZNi
⊕ ZNj

+ (0, k′)

= ZNi
⊕ ZNj

.

Since λi/λj is a 1-1 correspondence between the channel set
Ci/Cj and the label set ZNi

/ZNj
, we have

λ−1
i (ZNi

)× λ−1
j (ZNj

) = Ci × Cj .

It follows immediately that it guarantees rendezvous with
maximum diversity, irrespective of the clock drift and chan-
nel labeling functions.
ǫ2-rendezvous. In ǫ2-rendezvous, the common period of

nodes i and j is T = N2
i · N2

j . Suppose node j’s clock is
k timeslots behind that of node i. Fix two integers a ∈

.

.

i
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Figure 3: The relationship among ID set, sym-
metrization map, symmetrization class, and CH se-
quence, in the advanced HCH system design.

[0, Ni − 1] and b ∈ [0, Nj − 1] and consider the following
simultaneous congruence equations

{

⌊ t
Ni
⌋ ≡ a (mod Ni)

⌊ t+k
Nj
⌋ ≡ b (mod Nj),

(1)

where t ∈ [0, N2
i · N2

j − 1]. Suppose t = qN2
i + r, where

0 ≤ r < N2
i . We have ⌊ t

Ni
⌋ = ⌊ qN

2

i +r

Ni
⌋ = qNi + ⌊ r

Ni
⌋. Thus

⌊ r
Ni
⌋ ≡ a (mod Ni). Since 0 ≤ r < N2

i , 0 ≤ r
Ni

< Ni,

0 ≤ ⌊ r
Ni
⌋ < Ni. Note that a ∈ [0, Ni − 1]. We obtain that

⌊ r
Ni
⌋ = a and that aNi ≤ r < (a+ 1)Ni. Hence Equation 1

is equivalent to
{

t ≡ aNi, . . . , aNi + (Ni − 1) (mod N2
i )

t ≡ bNj − k, . . . , bNj + (Nj − 1)− k (mod N2
j ).

(2)

Since Ni and Nj are coprime, by Chinese Remainder Theo-
rem, Equation 2 (and thus Equation 1) has Ni ·Nj solutions
up to moduloN2

i ·N2
j . I.e., for each pair (a, b) ∈ ZNi

⊕ZNj
, it

appears in the sequence {(r(i, Ni)
t, r(j,Nj)

t)}t∈[0,N2

i
·N2

j
−1]

for NiNj times. It follows immediately that it guarantees
rendezvous with maximum diversity, irrespective of the clock
drift and channel labeling functions.

Discussions. Theorem 2 implies that two nodes adopting
ǫ1- or ǫ2-rendezvous can achieve rendezvous over all common
channels in Ci ∩ Cj within a bounded time. The average
TTR for both elementary HCH systems is the same, i.e.,
NiNj

|Ci∩Cj | . However, the drawback of such elementary proto-

cols is the requirement of channel number co-primality.

4. ADVANCED HCH SYSTEMS
In this section, we show how to construct the HCH system

H = (Λ, r) without any assumption on pre-assigned roles, or
channel number co-primality. We use a two-step approach
and illustrate this procedure in Figure 3.

4.1 A Two-step Approach
The first step is to create a distinct equilong bit string for

each node i. Let ω be an injective map from the ID set Λ
to the bit string set S that assigns a bit string ω(i) ∈ S to
each node i ∈ Λ. Nodes i and j’s bit strings ω(i) and ω(j)
are said to be distinct if they have at least one bit different
after any amount of cyclic rotation; in other words, ω(i) 6=
rotate(ω(j), k), ∀k ∈ N. If any two bit strings in S are
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1 11Slow CH seq.

Fast CH seq. 
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: 01010
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Figure 4: In the advanced HCH design, nodes i and
j use ω(i) = {0, 1, 0, 1, 0} and ω(j) = {1, 0, 1, 0, 1} to con-
struct their CH sequences respectively. For three
channels with central frequencies at a, b and c, nodes
i and j have different labeling functions: λi(b) = 0,
λi(a) = 1; λj(c) = 0, λj(b) = 1, λj(a) = 2.

distinct, we term the injective map ω a symmetrization map
and the bit string set S a symmetrization class. Meanwhile,
an element (a bit string) in S is called a choice sequence.
The second step for node i is to use its choice sequence to

interleave its slow and fast CH sequences to obtain r(i, Ni)—
i.e., to choose whether the slow or fast CH sequence should
be used in the current timeslot of r(i, Ni). In Figure 4, node
i has Ni = 2 sensible channels, and it has constructed a
slow and a fast CH sequence. The slow CH sequence visits
channel (⌊ t

2
⌋ mod 2) in the t-th timeslot (note that we start

from the 0th timeslot)

00110011 · · · ,
and the fast CH sequence visits channel (t mod 2) in the t-th
timeslot

01010101 · · · .
Suppose its choice sequence is ω(i) = 01010. In the t-th
slot, node i chooses the channel index in the t-th slot of
its corresponding fast (or slow) CH sequence if the t-th bit
of its choice sequence is 1 (or 0). For example, since the
0th bit of ω(i) is 0, node i chooses the channel index of the
0th slot in its slow CH sequence (which is channel index 0).
Similarly, since the 1st bit of ω(i) is 1, node i chooses the
channel index of the 1st slot in its fast CH sequence (which
is channel index 1).
In the following subsections, we will elaborate on how to

construct a choice sequence and CH sequence.

4.2 Existence of Symmetrization Class
Let F2 denote the Galois field of size 2, and F

l
2 denote the

set of all bit strings with length l. G = {rotate(·, k)|k ∈
[0, l−1]} is a cyclic group acting on F

l
2. For rotate(·, k) ∈ G

and σ ∈ F
l
2, the group action ◦ is defined by rotate(·, k)◦σ ,

rotate(σ, k). The orbit of σ ∈ F
l
2 is denoted by G ◦ σ

G ◦ σ , {g ◦ σ|g ∈ G} ≡ {rotate(σ, k)|k ∈ [0, l − 1]}.
A subset S ⊆ F

l
2 is said to be an l-symmetrization class

if it contains distinct bit strings with length l—∀σ, τ ∈ S,

σ 6= τ implies (G ◦ σ) ∩ (G ◦ τ) = ∅, i.e., ∀k ∈ [0, l − 1],
σ 6= rotate(τ, k). Elements in S are called choice sequences.
For example, when l = 3, S = {000, 001, 011, 111} is a 3-
symmetrization class; however, S = {000, 001, 010, 011} is
not a 3-symmetrization class because rotate(001, 1) = 010.

We define the rotation Hamming distance δH in F
l
2 such

as: for u, v ∈ F
l
2,

δH(u, v) , min
k∈Z

dH(u, rotate(v, k)),

where dH is the Hamming distance in F
l
2.

The degree of a subset F ⊆ F
l
2, δ(F ), is defined such as

δ(F ) , minu,v∈F,u6=v δH(u, v). If S ⊆ F
l
2 is a symmetrization

class, δ(S) ≥ 1. In other words, any two sequences in S are
distinct.

The following lemma shows the existence of an l-symme-
trization class for ∀l ∈ N.

Lemma 1. ∀l ∈ N, there exists an l-symmetrization class.
∀M ∈ N, there exists l ∈ N and an l-symmetrization class
Sl such that |Sl| ≥M .

Proof. Given l ∈ N, let F
l
2/G , {G ◦ σ|σ ∈ F

l
2} be the

set of all orbits in F
l
2 under the action of group G. The

number of cycles of group element g = rotate(·, k) ∈ G as
a permutation in F

l
2 is gcd(k, l). By Polya Enumeration

Theorem, |Fl
2/G| = 1

|G|
∑l−1

k=0 2
gcd(k,l) = 1

l

∑l−1
k=0 2

gcd(k,l) =
1
l

∑

d|l ϕ(d)2
l/d ≥ 2l/l. Suppose

F
l
2/G = {Σ1,Σ2, . . . ,Σ|Fl

2
/G|},

and let Sl be{σ1, σ2, . . . , σ|Fl
2
/G|} with σi ∈ Σi. We conclude

that Sl is an l-symmetrization class. Given M ∈ N, ∃l ∈ N

s.t. 2l/l ≥M , and then Sl is an l-symmetrization class and
|Sl| ≥M .

4.3 Construction of Symmetrization Classes
And Choice Sequences

Suppose S is a sufficiently large l-symmetrization class for
some l ∈ N, we term

ω : Λ→ S

a symmetrization map if ω is injective. Intuitively, ω assigns
a choice sequence to each node i ∈ Λ. Note that any two bit
strings in S are distinct. Since ω is injective, for two different
nodes i and j, ω(i) and ω(j) are distinct bit strings.

Next, we show both centralized and distributed algorithms
to construct choice sequences based on a few example sym-
metrization classes.

A centralized algorithm for optimal (minimum)
l-symmetrization class. For l ∈ N, Sl in the proof of
Lemma 1 is called an optimal l-symmetrization class. Given
an ID set Λ, we need to find a sufficiently large l such that
we can construct a symmetrization map ω from Λ to Sl.
To be precise, since |Sl| = 1

l

∑

d|l ϕ(d)2
l/d ≥ 2l/l, we have

|Sl| ≥ |Λ| if l − log2 l ≥ log2 |Λ|. In this case, there exists
an injective map ω from Λ to Sl. Sl is optimal in the sense
that it achieves the minimum l to guarantee the existence
of a symmetrization map, where the minimum l ≈ g+log2 g
with g = ⌈log2 |Λ|⌉.

Suppose we have four nodes whose IDs are 00, 01, 10 and
11, respectively. Since 10 = rotate(01, 1), we need to assign
each of them a distinct bit string. In

F
3
2 = {000, 001, 010, 011, 100, 101, 110, 111},
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for example, elements 001, 010 and 100 are identical under
cyclic rotation, so only one of them, say 001, is preserved
in the 3-symmetrization class, while the rest of them, 010
and 100, are eliminated. In this manner, we can obtain the
optimal 3-symmetrization class S3 = {000, 001, 011, 111},
and thus build a symmetrization map ω : F2

2 → S3 for the
four nodes: ω(00) = 000, ω(01) = 001, ω(10) = 011 and
ω(11) = 111.
However, the calculation of the optimal symmetrization

class requires a centralized controller or that nodes’ choice
sequences (i.e., bit strings) be pre-assigned. Next, we present
two distributed algorithms that allow each node to generate
its choice sequence autonomously. Given an ID set Λ, every
node can represent its ID to be a ⌈log2 |Λ|⌉-bit string, i.e. it
can construct an injective map

π : Λ→ F
g
2,

where g = ⌈log2 |Λ|⌉ is the ID length3.
A distributed algorithm for η1 symmetrization class.
Each node i can generate a (2g + 3)-bit string using the

symmetrization map ω

ω : Λ→ F
2g+3
2 ,

where

∀i ∈ Λ, ω(i) , π(i)10g+11.

For any two nodes i and j, their (2g + 3)-bit strings are

distinct. We term Z , {u10g+11|u ∈ F
g
2} an η1 symmetriza-

tion class. Note that the η1 symmetrization map can be
efficiently computed by each node in one iteration.
For example, suppose node i’s ID is a 6-bit string 110110,

i.e. π(i) = 110110 and we have g = |π(i)| = 6. Then its
choice sequence will be

ω(i) = π(i)10g+11 = π(i)1071 = 110110100000001.

A distributed algorithm for η2 symmetrization class.
Here we present the η2 symmetrization class with l = g +
⌈√g⌉(2 + ⌈log2 g⌉) + 3, where g = ⌈log2 Λ⌉.
Let b

(⌈log
2
g⌉)

h be the ⌈log2 g⌉-bit binary representation of
natural number h with h ≤ g. An auxiliary map η2 is defined
on

⋃g
h=0{0h}, i.e., the zero strings, such as

η2(0
h) =

{

0h if h < ⌈√g⌉;
0⌈

√
g⌉1b

(⌈log
2
g⌉)

h if h ≥ ⌈√g⌉.

For each node i ∈ Λ, suppose

π(i) =

K
∏

k=1

1ok0zk , 1o10z11o20z2 · · · 1oK0zK ,

where ∀k ∈ [1,K], ok, zk ≥ 0 and
∑K

k=1(ok + zk) = g.
Then we define the map η̃2 : Λ→

⋃∞
n=g F

n
2 such as

∀i ∈ Λ, η̃2(i) ,

K
∏

k=1

1okη2(0
zk ).

We compute the ratio of lengths of η2(0
h) to 0h such as

|η2(0h)|
|0h| =

⌈√g⌉+ 1 + ⌈log2 g⌉
h

≤ ⌈
√
g⌉+ 1 + ⌈log2 g⌉
⌈√g⌉ ,

3Network nodes’ IDs are usually equilong. Map π can be
perceived as assigning an ID to each device, so it must be
injective. g is the ID length.

and the ratio of lengths of η̃2(i) to π(i) such as

|η̃2(i)|
g

=
|η̃2(i)|
|π(i)| ≤

⌈√g⌉+ 1 + ⌈log2 g⌉
⌈√g⌉ .

We obtain an upper-bound estimation of the length of η̃2(i),
such as

|η̃2(i)| ≤ g · ⌈
√
g⌉+ 1 + ⌈log2 g⌉
⌈√g⌉ ≤ g + ⌈√g⌉(1 + ⌈log2 g⌉).

On basis of the derived bound for the length of η̃2(i),
we let l = g + ⌈√g⌉(2 + ⌈log2 g⌉) + 3, and construct the

symmetrization map ω : Λ → F
l
2 whereby each node i au-

tonomously generates its choice sequence

ω(i) , η̃2(i)10
a1,

with a = l − |η̃2(i)| − 2 ≥
[

g + ⌈√g⌉(2 + ⌈log2 g⌉) + 3
]

−
[

g + ⌈√g⌉(1 + ⌈log2 g⌉)
]

− 2 = ⌈√g⌉+ 1.
For any two nodes i and j, their choice sequences are

distinct bit strings. We term the set of such bit strings an
η2 symmetrization class.

For instance, suppose node i’s ID is an 8-bit string π(i) =
00001001, with g = |π(i)| = 8 and ⌈√g⌉ = 3. The length
of its choice sequence is l = g + ⌈√g⌉(2 + ⌈log2 g⌉) + 3 =
8 + 3× (2 + 3) + 3 = 26. π(i) can be represented as π(i) =
00001001 = 041021. Since 4 ≥ ⌈√g⌉ = 3, η2(0

4) = 031100 =
0001100, where the last three digits 100 is the 3-bit binary
representation of 4. Since 2 < ⌈√g⌉ = 3, η2(0

2) = 02 = 00.
Then we have

η̃2(i) = η2(0
4)1η2(0

2)1 = 00011001001.

|η̃2(i)| = 11, then a = l − |η̃2(i)| − 2 = 26 − 11 − 2 = 13.
Thus node i’s choice sequence is

ω(i) = η̃2(i)10
131 = 00011001001100000000000001.

4.4 Interleaving Slow and Fast CH Sequences
In this subsection, we present the approach to construct-

ing a CH sequence r(i, Ni) for each node i. As aforemen-
tioned, node i constructs its choice sequence via a chosen
symmetrization map ω : Λ→ S.

Initially, we need to make sure that node i’s channel num-
ber Ni is a prime number and coprime to the length of the
choice sequence l, i.e., gcd(Ni, l) = 1. Through a remapping
scheme [12, 13], we can increase Ni to the smallest prime
number greater than or equal to Ni and co-prime to l, i.e.,
Ni ← min{p ∈ N| prime p ≥ Ni, gcd(p, l) = 1}.

Now we demonstrate how to combine slow/fast CH se-
quences using the choice sequence ω(i). In timeslot t (t starts
from 0), the channel index of its CH sequence, r(i, Ni)

t, is
calculated in accordance with the choice sequence ω(i):

• If the (t mod l)-th bit of ω(i) is 0, then the node visits
channel (⌊ t

Ni
⌋ mod Ni) in timeslot t (i.e., uses the t-

th element in the slow sequence). In other words, if
ω(i)t mod l = 0, let r(i, Ni)

t = ⌊ t
Ni
⌋ mod Ni;

• If the (t mod l)-th bit of ω(i) is 1, then the node vis-
its channel (t mod Ni) in timeslot t (i.e., uses the t-
th element in the fast sequence). In other words, if
ω(i)t mod l = 1, let r(i, Ni)

t = t mod Ni.

The channel index in this advanced HCH system design is
jointly determined by the choice sequence, the current time
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slot t, and Ni, which is independent of which channels are
available to node i (i.e., the set Ci), or the way of assigning
channel indices.
Robustness to heterogeneous environments. Fig-

ure 4 illustrates an example of the advanced HCH system
when Ni = 2 and Nj = 3. The following theorem proves its
rendezvous robustness to various network conditions.

Theorem 3. For two nodes i and j, the advanced HCH
protocol using an l-symmetrization class can guarantee the
maximum rendezvous diversity within a TTR bounded by
lNiNj , irrespective of all possible channel labeling functions
and clock drifts.

Proof. Given two nodes i and j, suppose node j’s is
k timeslots behind that of node i. According to node i’s
clock, group every l = |ω(i)| = |ω(j)| timeslots into a frame,
i.e., timeslots 0, 1, 2, . . . , l− 1 form the first frame, timeslots
l, l+1, l+2, . . . , 2l−1 form the second frame, etc. Timeslot
t is contained in the ⌊t/l⌋-th frame.
By the definition of symmetrization class, there exists c ∈

[0, l − 1] such that ω(i)c 6= rotate(ω(j), k)c. Without loss
of generality, assume ω(i)c = 0 and rotate(ω(j), k)c = 1.
Now we focus on timeslots c + Fl with F = 0, 1, 2, 3, . . ..
The resulting subsequence of {(r(i, Ni)

t, r(j,Nj)
t+k)}t≥0 is

{(r(i, Ni)
c+Fl, r(j,Nj)

c+Fl+k)}F≥0. By the definition of r,
{(r(i, Ni)

c+Fl, r(j,Nj)
c+Fl)}F≥0 equals

{(⌊ c+ Fl

Ni
⌋ mod Ni, (c+ Fl + k) mod Nj)}F≥0,

Fix two integers a ∈ [0, Ni−1] and b ∈ [0, Nj−1] and con-
sider the following simultaneous congruence equations with
respect to F

{

⌊ c+Fl
Ni
⌋ ≡ a (mod Ni)

c+ Fl + k ≡ b (mod Nj),
(3)

Suppose c + Fl = qN2
i + r with 0 ≤ r < N2

i . We have

⌊ c+Fl
Ni
⌋ = ⌊ qN

2

i +r

Ni
⌋ = qNi+⌊ r

Ni
⌋. Thus ⌊ r

Ni
⌋ ≡ a (mod Ni).

Since 0 ≤ r < N2
i , 0 ≤ r

Ni
< Ni, 0 ≤ ⌊ r

Ni
⌋ < Ni. Note

that a ∈ [0, Ni − 1]. We obtain that ⌊ r
Ni
⌋ = a and that

aNi ≤ r < (a+ 1)Ni. Hence Equation 3 is equivalent to
{

c+ Fl ≡ aNi, . . . , aNi +Ni − 1 (mod N2
i )

c+ Fl + k ≡ b (mod Nj).

Since gcd(Ni, l) = 1 and therefore gcd(N2
i , l) = 1, we have

∃l−1
Z
N2

i

∈ Z, s.t. l−1
Z
N2

i

l ≡ 1 (mod N2
i ). Similarly, since

gcd(Nj , l) = 1, we have ∃l−1
ZNj
∈ Z, s.t. l−1

ZNj
l ≡ 1 (mod Nj).







F ≡ l−1
Z
N2

i

(aNi + g − c) (mod N2
i ) g ∈ [0, Ni − 1]

F ≡ l−1
ZNj

(b− c− k) (mod Nj).

There are two possible cases to consider.
Case 1 : Ni = Nj . ∃g0 ∈ [0, Ni−1] s.t. l−1

Z
N2

i

(aNi+g0−c) ≡
l−1
ZNj

(b − c − k) (mod Ni). Thus F ≡ l−1
Z
N2

i

(aNi + g0 − c)

(mod N2
i ).

Case 2 : Ni 6= Nj . Since Ni and Nj are both primes,
we have gcd(Ni, Nj) = 1, and thus gcd(N2

i , Nj) = 1. By
Chinese Remainder Theorem, we obtain that there exists
Ni solutions modulo N2

i Nj .

Table 1: A comparison of CH schemes in heteroge-
neous environments.

CH
Assumption Diversity

Avg.
protocol TTR

ACH [4]
Sdr/Rvr role;

|Ci ∩ Cj | NiNj

|Ci∩Cj |equal/co-prime
chan. num.

HH [14] Univ. set; consec. No max
O(NiNj)ICH [13] chan. indices diversity

ǫ1- or ǫ2- Chan. num. |Ci ∩ Cj | NiNj

|Ci∩Cj |ele. rdv co-primality

Adv. rdv |Ci ∩ Cj | lNiNj

δ|Ci∩Cj |

Table 2: A comparison of different symmetrization
classes in the advanced HCH protocol.

Symmetrization Degree Choice sequence
class δ length l

Optimal ≥ 1 ≈ g + log2 g
η1 ≥ 1 2g + 3
η2 ≥ 1 g + ⌈√g⌉(2 + ⌈log2 g⌉) + 3

It follows immediately that it guarantees rendezvous with
maximum diversity, despite any amount of clock drift and
heterogeneity of channel labeling functions.

5. PERFORMANCE EVALUATION

5.1 Comparisons of CH-based Rendezvous
Protocols in Heterogeneous Environments

A comparison of existing and proposed rendezvous proto-
cols schemes in heterogeneous environments is summarized
in Table 1.

Assumptions vs. rendezvous performance. Exist-
ing protocols can partially address the rendezvous problem
due to dependency on some assumptions. For example, the
ACH protocol assumes the pre-assigned role of a node, which
limits its application scenarios (e.g., bluetooth pairing). HH
and ICH schemes [13,14] assume that each node can sense a
set of consecutive channels that come from a universal spec-
trum; meanwhile, they fail to achieve the maximum ren-
dezvous diversity. The elementary HCH protocols proposed
in this paper can achieve the maximum rendezvous diver-

sity |Ci ∩ Cj | with an average TTR (ATTR) of
NiNj

|Ci∩Cj | .

However, channel number co-primality is assumed. The ad-
vanced HCH protocol is independent of these environmental
assumptions, while it can achieve the maximum rendezvous

diversity |Ci∩Cj |, with ATTR
lNiNj

δ|Ci∩Cj | . Recall that l is the

length of the choice sequence and δ is the degree of the sym-
metrization class. l and δ vary with different symmetrization
classes. The advanced HCH protocol incurs a mere perfor-
mance degradation of a constant factor, l/δ. For a 4-bit ID
string, l/δ ≤ 4 + log2 4 = 6 for the optimal symmetrization
class. A comparison of all aforementioned symmetrization
classes is summarized in Table 2.

5.2 Simulation Results
In this section, we compare the performance of existing

and proposed rendezvous schemes via simulation results.
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Figure 5: Results in Case 1 with pre-assigned sender/receiver roles, but no channel number co-primality: (a)
The proportion of rendezvous pairs; (b) The average rendezvous latency for successful rendezvous pairs; (c)
The diversity rate.
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Figure 6: Results in Case 2 with no pre-assigned sender/receiver roles, and no channel number co-primality:
(a) The proportion of rendezvous pairs; (b) The average rendezvous latency for successful rendezvous pairs;
(c) The diversity rate.

There are a total number of N = 11 frequency channels,
and 20 pairs of nodes that need to rendezvous via channel
hopping. Every node i can only sense and access a number
of Ni channels, and its sensible channel set is Ci, where Ni is
randomly chosen from [1, 11]. The channel labeling function
is independently determined by each node. Meanwhile, each
node determines its clock time independently, and there is a
random clock drift between any two nodes. A node generates
its CH sequence using the agreed CH scheme and performs
channel hopping in accordance with the CH sequence. The
advanced HCH protocol in simulations is based on the η1
symmetrization class. We simulated X < N primary trans-
mitters operating on X randomly chosen channels. A times-
lot has a length of 10ms. All secondary nodes are within the
transmission range of any primary transmitter. A channel
is deemed unavailable when primary user signals are present
on it. Once two nodes hop onto a primary-user free chan-
nel in the same timeslot, the rendezvous between them is
established.
We employ the following three metrics to evaluate the per-

formance of rendezvous protocols. (1) We define the propor-
tion of rendezvous pairs as the percentage of successful ren-
dezvous pairs in all node pairs that attempt to rendezvous;
(2) We use the average time-to-rendezvous (ATTR) to mea-
sure the average rendezvous latency of successful rendezvous
pairs; (3) We define the diversity rate of two nodes i and j as

|C|
|(Ci∩Cj)\CPU | , where |C| is the number of rendezvous chan-

nels between nodes i and j, and CPU denotes the set of
channels on which PUs appear. The diversity rate quanti-

fies a CH scheme’s ability to establish rendezvous in diverse
possible channels.

5.2.1 Case 1: pre-assigned sender/receiver roles; no
channel number co-primality

In this case, every node has a pre-assigned role as a sender
or a receiver. For any rendezvous node pairs, the sender
node, say node i, uses the sender CH sequence rs(i, Ni); the
receiver node, say node j, uses the receiver CH sequence
rr(j,Nj)

4. The co-primality of channel numbers Ni and Nj

is not guaranteed. The results are shown in Figure 5.
Proportion of rendezvous pairs. From Figure 5(a),

we can see that ACH, ICH and the proposed advanced ren-
dezvous protocol guarantee that every pair of radios suc-
cessfully rendezvous while ǫ1- and ǫ2-rendezvous protocols
cannot guarantee that without assuming channel number
co-primality.

Average time-to-rendezvous. From Figure 5(b), we
can observe that ACH, ǫ1-/ǫ2-rendezvous and the advanced
rendezvous protocol come very close in terms of ATTR;
however, as the number of primary transmitters increases,
the average time-to-rendezvous of the ICH scheme increases
rapidly due to its limited rendezvous diversity (see Table 1).

4In symmetric protocols that are independent of pre-
assigned roles (e.g., the advanced HCH protocol), rs(i, Ni) =
rr(i, Ni) = r(i, Ni). Our definition of HCH protocols (Defi-
nition 1) focuses on symmetric protocols only because it is
unjustifiable to assume pre-assigned roles in practical sys-
tems.
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Diversity rate. Figure 5(c) shows that ACH and the
proposed advanced rendezvous protocol achieve maximum
diversity of rendezvous channels; however, ICH, ǫ1 and ǫ2
fail to achieve maximum rendezvous diversity. Specifically,
ǫ1-/ǫ2-rendezvous fails because we do not assume channel
number co-primality in this set of simulations.

5.2.2 Case 2: no pre-assigned sender/receiver roles,
and no channel number co-primality

In this case, every node has no pre-assigned role as a
sender/receiver, and node i in ACH randomly selects rs(i, Ni)
or rr(i, Ni) as its CH sequence. The results in this case are
illustrated in Figure 6.
Proportion of rendezvous pairs. Figure 6(a) shows

that without assuming pre-assigned sender/receiver roles,
ACH cannot guarantee rendezvous for every node pair when
both of them select sender (or receiver) sequences simulta-
neously. When Ni and Nj are not co-prime, ǫ1- and ǫ2-
rendezvous protocols fail to guarantee rendezvous for all
node pairs. In contrast, ICH and the proposed advanced
rendezvous protocols can ensure all node pairs to achieve
pairwise rendezvous in such a heterogeneous environment.
Average time-to-rendezvous. In Figure 6(b), we mea-

sure ATTR for successful rendezvous pairs. Although the
ICH scheme leads to a high proportion of rendezvous pairs,
we can observe that as the number of primary transmitters
increases, the ATTR of ICH increases rapidly. Moreover, in
ǫ1-/ǫ2- rendezvous protocols, a few node pairs fail to achieve
rendezvous (low proportion of rendezvous pairs), but the
rendezvous latency for those successful rendezvous pairs is
as small as that of the advanced rendezvous protocol.
Diversity rate. In Figure 6(c), two nodes using ACH (no

pre-assigned roles are assumed), ǫ1/ǫ2-rendezvous (Ni and
Nj may not be co-prime), or ICH protocol fail to achieve
the maximum rendezvous diversity; therefore the diversity
rate is lower than 1 for these protocols. In contrast, the
advanced rendezvous protocol is uniquely able to guarantee
the maximum rendezvous diversity.
In sum, without assuming pre-assigned sender/receiver

roles or channel number co-primality, the proposed advanced
rendezvous protocol is uniquely able to guarantee rendezvous
between every pair of nodes with the maximum diversity rate
and a small average time-to-rendezvous.

6. CONCLUSIONS
This paper presents a systematic approach using group

theory for designing optimal CH protocols that guarantee
the maximum rendezvous diversity and the minimal TTR
in CR networks. We show the minimum upper bound for
TTR is NiNj , and propose two types of rendezvous proto-
cols that achieve the maximum rendezvous diversity with a
latency of O(NiNj). Analytical and simulation results show
that these protocols are resistant to rendezvous failures in
heterogeneous network conditions.
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