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ABSTRACT

The main-thread approach for optimizing the throughput capacity
over a multihop wireless network is to apply a multi-commodity
flow (MCF) formulation, augmented with a scheduling constraint
derived from the conflict graph associated with the network. A
fundamental issue with the conflict graph based MCF formulation
is that finding all independent sets (ISs) for scheduling is NP-hard
in general. If we express the MCF formulation in a matrix format,
the constraint matrix will contain a very large number of columns,
with each IS being associated with one column. According to the
linear programming theorem, such a type of problem can be ad-
dressed with the delayed column generation (DCG) method. Un-
fortunately, applications of the DCG in wireless networks have not
received much attention. To the best of knowledge, none of the
existing work conducted theoretical studies of the performance of
DCG in wireless networks. In this paper, we study the DCG method
in the context of a general network flow problem. With a protocol
interference model, we rigorously prove that searching an entering
column in the DCG operation is equivalent to a maximum weighted
independent set (MWIS) problem. A prominent theoretical contri-
bution of this paper is the theorem that: if an MWIS approxima-
tion algorithm with the approximation ratio 8 (< 1) is applied in
the DCG method, the maximum flow solved will be at least 3 of
the optimal solution. Furthermore, the DCG method is also ap-
plied to the multi-radio multi-channel (MR-MC) networks. With
extensive numerical results comparing to the existing methods, we
show that the DCG method achieves the most preferred tradeoff be-
tween computation complexity and network capacity and maintains
good scalability when addressing large-scale networks, particularly
in the complex MR-MC context.
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1. INTRODUCTION

The network capacity of fundamental importance to a multihop
wireless network is the total throughput traversing the given set of
ingress/egress edge nodes. The maximum network capacity is nor-
mally coupled with optimal routing and scheduling to form a net-
work dimensioning issue [2,3]. A fundamental issue in the multi-
hop wireless networks is that the neighboring hops along a path,
when transmitting over the same spectrum, have to contend for the
channel access and can not transmit at the same time. The conflict
graph is the popular tool to model the interference among differ-
ent wireless links [4—-6]. The main-thread approach for wireless
network dimensioning is to apply a multi-commodity flow (MCF)
formulation, augmented with constraints derived from the conflict
graph [2—4,18].

The conflict-graph constraints are normally based on the concept
of independent set [4]: at a moment, the links that can have success-
ful transmissions simultaneously in the network form an indepen-
dent set over the conflict graph associated with the network. The
MCEF formulation with the independent set constraints can gener-
ate an optimal scheduling (under the assumption of a synchronized
slotted system): the maximal independent sets (MISs) take turns
in grabbing the channel for data transmission, with the proportion
of transmission time for each set determined by the MCF solution.
The recent work in [9] develops a generic multi-dimensional con-
flict graph (MDCG) technique, which enables the conflict graph
based MCF formulation for a multi-radio multi-channel (MR-MC)
wireless network.

While the conflict graph based MCF formulation is a linear pro-
gramming problem, finding all ISs to be used is NP-hard in general.
A random algorithm for MIS search is proposed in [4] and widely
adopted in the literature, which provides a framework while more
MISs can be obtained with more rounds of computation. However,
in a large scale network (especially for the MR-MC case with the



MDCG involved), the random search method incurs a heavy com-
putation overhead to find a large enough number of MISs for a good
approximate MCF solution. The work in [9] develops a heuristic
algorithm to search a smaller set of critical MISs, which can consid-
erably reduce the overhead in MIS search compared to the random
method. The overhead of searching critical MISs is still significant
anyhow in a large-scale network. Moreover, those heuristic MIS
search algorithms can not provision a guaranteed capacity region
of the MCF solutions.

Regarding the conflict graph based MCF linear programming
(LP) problem, if we express all the constraints in a matrix for-
mat, the constraint matrix will have a very large number of columns
where each IS will be associated with one column.! Both searching
all the columns and storing the columns for MCF solutions incur
high complexity. According to the LP theorem, such a type of prob-
lem can be addressed with the delayed column generation (DCG)
method [11], where a new column will be iteratively searched on-
line based on the current feasible solution for the most reduced
cost till the optimal solution is reached. Unfortunately, applica-
tions of the DCG in wireless networks have not received enough
attention. We only noticed a couple of studies, which focus on
very specific cases. The work in [12] applies the DCG method to
study a minimum scheduling problem, with the objective to assign
at least one time slot to each node such that the total number of
time slots is minimized. In [13, 14], the DCG method is applied to
study joint routing, link scheduling and power control in wireless
networks. The fundamental issue is that none of the existing stud-
ies, to the best of knowledge, conducted theoretical studies of the
performance of DCG in wireless networks. In a wireless network
with a certain interference model, searching an entering column ac-
cording to the DCG will be a maximum weighted independent set
(MWIS) problem [16] (to be proved rigorously in this paper). Thus,
in practice, an approximation algorithm needs to be used to find an
entering independent set with a reasonable computation overhead.
A prominent theoretical contribution of this paper is that we prove
the following theorem: if an MWIS approximation algorithm with
the approximation ratio 8 (< 1) is applied in the DCG method, the
maximum flow solved under such an approximation algorithm will
be at least 8 of the optimal solution. More specifically, this paper
has four-fold contributions.

e We study the DCG method in the context of a general net-
work flow problem, and rigorously prove that searching an
entering column in the DCG operation is equivalent to an
MWIS problem.

e We conduct theoretical analysis to obtain the lower bound
of the network flow, when the MWIS problem involved in
the DCG method (which is NP-hard) is addressed with an
approximation algorithm. Specifically, if an MWIS approx-
imation algorithm with the approximation ratio 8 (< 1) is
used, the maximum flow solved will be at least 3 of the op-
timal solution. Furthermore, we show such a lower bound
also applies to the multi-commodity flow problem and the
network flow problem with a fairness constraint.

e The DCG method is also applied to the MR-MC network, ex-
ploiting the tuple-based network model and multi-dimensional
conflict graph technique developed in [9].

! Although it is sufficient to just involve maximal independent set
(MIS) in the scheduling [4], in this paper, we generally represent
the scheduling involving all ISs for the convenience of theoretical
analysis.
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e We present extensive numerical results to demonstrate the
performance of the DCG method in terms of computation
overhead and the achieved network flow capacity, with com-
parison to that with the random search of MISs [4] and that
with the heuristic search of critical MISs [9]. It turns out the
DCG method achieves the most preferred tradeoff between
computation complexity and network capacity, and main-
tains good scalability when addressing large-scale MR-MC
networks. We also examine the performance of DCG method
under different MWIS approximation algorithms.

The remainder of this paper is organized as follows. Section 2
reviews more related work. Section 3 describes the system model.
Section 4 conducts a theoretical study of the performance of DCG
in solving various network flow problems. In Section 5, the DCG
method is applied to MR-MC networks. Section 6 presents exten-
sive numerical results to evaluate the performances of DCG, with
comparison to some existing methods. Section 7 gives the conclud-
ing remarks.

2. RELATED WORK

The MR-MC wireless networks have received substantial atten-
tion in the last few years, especially in the context of wireless mesh
networks (WMNs) [1,10,20]. Such a networking model can signifi-
cantly increase network capacity by simultaneously exploiting mul-
tiple non-overlapping channels through different radio interfaces.
Compared to the traditional SR-SC networks, MR-MC networking
takes place in a multi-dimensional resource space, with dimensions
defined by radio interfaces, links, and channels. The central issue
of resource allocation in such a multi-dimensional space is to find
solutions for a set of coupled problems including scheduling, chan-
nel and radio assignment, and routing [1, 19], with the objective
to optimize the network capacity. The conflict graph tool however
did not achieve the similar popularity in MR-MC networks as in
SR-SC networks [6, 7], mainly because the link conflict graph is
not sufficient for MR-MC networks to describe the extra conflict
relations in competing for radio interfaces and channels. The multi-
dimensional conflict graph technique developed in [9] fill the gap
between optimizing SR-SC and MR-MC networks. Each vertex
in the MDCG represents a link-radio-channel (LRC) tuple, a basic
resource point in the multi-dimensional resource space. The LRC-
tuple based MISs can then be searched over the MDCG to specify
the scheduling constraints in the MCF formulation.

Searching all independent sets is however NP-hard in general.
While the random search algorithm [4] and the critical MIS search
algorithm [9] can reduce the computation overhead in some degree,
neither of the two methods can provide performance guarantee of
the MCF capacity. With an LP formulation, the independent set
induces a large number of columns to the constraint matrix of the
MCEF problem. The delayed column generation method is expected
to be decomposition method addressing such a problem. While the
existing studies [12,13] are limited to special scenarios without the-
oretical analysis, this paper provides a systematic study of the DCG
method in the general context of network flow problem. We show
that searching an entering column in the DCG method is equivalent
to an MWIS problem. The MWIS is a classic problem in combi-
natorial optimization, which is NP-hard in general and by nature
calls for approximation algorithms. For example, [16] studies a
simple greedy algorithm which iteratively removes the vertex (and
its neighbors) having minimal weighted degree each time from the
remaining graph. This method is combined with a linear program-
ming to form an LP-based algorithm [16]. A minimum weighted
vertex cover based approximation algorithm is proposed in [17].



In this paper, we compare the performances of various embedded
MWIS approximation algorithms in our DCG method, and the re-
sults show the greedy algorithm is the most efficient one.

3. SYSTEM MODEL

In this section, we mainly present the system model in the SR-
SC context. Compared to the MR-MC case, an SR-SC network
provides a less entangled environment for theoretically studying the
performance of DCG. In Section 5, we do show that the theoretical
results obtained in the SR-SC context can be extended to the MR-
MC case.

Consider an SR-SC wireless network as a directed graph G(\N, £)
with node set N and physical link set £. A directed link in a graph
is also termed as an arc. Let |A| and |£| denote the number of
nodes and links, respectively. A link ¢ € L is also denoted by
the pair of transmitter and receiver (a, b) for which the capacity is
W(q,b)- To form a link, nodes a and b should be within each other’s
communication range. We consider the nodes are indexed from 1
to |NV| and links indexed from 1 to |£]|.

We adopt the protocol interference model defined by an interfer-
ence range [21]. We assume that every node has the same interfer-
ence range. Two nodes interfere with each other if they are within
each other’s interference range. Two links conflict with each other
if they have interfering nodes. Under such an interference model,
a link could have a successful transmission only when both the
sender and receiver are free of interference. The interference-free
requirement at the sender side ensures that it can receive the ac-
knowledgement returned by the receiver. The interferences among
the links can be described by an undirected conflict graph. Each
vertex in the conflict graph represents a link in the original net-
work. An edge between two vertices indicates a conflict relation-
ship between the corresponding links in the original network. An
independent set over the conflict graph then represents a set of links
that can transmit simultaneously in the original network.

We consider a slotted system, where time is divided into slots of
unit length. Different ISs share the time for transmission, forming
a scheduling. Let Z denote an IS over the conflict graph and M the
set of all the ISs. The convex hull of all the ISs, C'o(M), defines
the network capacity region under scheduling. Let r(,,) denote a
feasible flow allocation over link (a,b) and r the flow rate vector
over all the links. We have r € Co(M).

In the sequel, we use boldface letters in lower case and upper-
case to denote vectors and matrices, respectively. A vector by de-
fault is a column vector. The operator (') indicates the transpose of
a vector or matrix. We use 0 and 1 to denote the vectors of 0’s and
1’s, respectively, whose dimensions are clear in the context.

4. DELAYED COLUMN GENERATION

In this section, the theoretical performance of DCG is first stud-
ied based on a standard network flow problem with a single flow.
We then extend the results to some other important network flow
problems, such as maximum flow, multi-commodity flow, and MCF
with fairness. Before we present the network flow formulation, let
us look at the basic flow conservation constraint and the IS based
scheduling constraint.

4.1 Flow Conservation Constraint

Consider a network with a single flow f from the source node
s(f) to the destination node d(f). Let g = (91,92, -, gjn|)
denote the input vector, with g; = 0 for ¢ # s(f) and gsy) =
—9a(s)- Define the node-arc incidence matrix H as follows: its
dimensions are |A| x |£] (each row corresponds to a node and each
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column corresponds to an arc (i.e., a link)) and its (4, k)th entry h;x
is associated with the ith node and the kth link. We let

1, if 4 is the start node of the kth arc,
—1, if 7 is the end node of the kth arc,
0, otherwise.

hix =

With the node-arc incidence matrix, the flow conservation con-
straint can be expressed as

()]

Note that the rows of the matrix H sum to the zero vector and
are therefore linearly dependent. In fact, the last flow conservation
constraint at node |N/| is a consequence of the flow conservation
constraints at the other nodes, and can be omitted without affecting
the feasible set. A truncated node-arc incident matrix H can be de-
fined, which consists of the first [N — 1| rows of the matrix H. Let
g = (91, - ,9n|—1)- According to [11], the flow conservation
constraints without redundancy can be expressed as

Hr=g

Hr =g @)
We can index the destination node as the last node and truncate it,
so g consists of only zero and positive values. For convenience, we
later just use H and g to represent the trunked node-arc incidence
matrix and the associated input vector.

4.2 Scheduling Constraint

In wireless network, the link capacity under scheduling is con-
strained by the convex hull of the independent sets. The total flow
allocation over link (a, b) should satisfy its capacity constraint.

>

m:(a,b)ELy,

T(ab) < QmW(a,b) ©)]

M|

Zam =1
m=1

where the real number o, (0 < ., < 1) represents the proportion
of time scheduled to the mth IS.

(C)

LEMMA 1. There exists a scheduling (a1, -+ ,ow), so that
any feasible flow allocation within the capacity region, i.e., r €
Co(M), has an exact scheduling as

T(a,b) = Z amWeap), V(a,b)eL ©)
m:(a,b)ELm,

M|

Z am =1 (6)

m=1

PROOF. Consider feasible flow allocation within the convex hull.
A link (a, b) is termed as over-scheduled if

>

m:(a,b)ELm

T(a,b) < AmW(q,b)- @)

We are going to show that the scheduling can be adjusted so that
every over-scheduled link becomes exactly scheduled, and the orig-
inally exactly scheduled links maintain intact.

Pick an over-scheduled link (a, ) and assume there are n inde-
pendent sets, with index (i1,42, - - - ,in ), which have positive time
allocation in the scheduling (7). We take the ratio

T(a,b) "(a,b)

— ,
Y omi(apyeT, OmWab) D jeq Ci;W(ab)

8=

(€))



Let ¢’ index the independent set that contains the links in Z; /(a, b),
that is, the links of Z; excluding link (a,b). Then we adjust the
scheduling as

(C)]
(10)

&ij = ﬁaij ’

ai; + (1 - B)O‘ij

o))

A
J

for j = 1,--- ,n. We call the operations in (9) and (10) as a split-
ting procedure. With a splitting procedure, it can be seen that link
(a, b) will become exactly scheduled. The scheduled capacities of
other links in Z; /(a, b) do not change, for which the splitting pro-
cedure just redistributes the scheduling time between Z; and Z;» but
maintains the total time allocation. Note that if an independent set
includes only the link (a, b), the splitting procedure will lead to a
positive time allocation to the empty set, indexed as ¢; = 0.

Using the (&, &, -, &y, Gyz,) to update the corresponding
time allocation in the original scheduling, we get another schedul-
ing denoted as &. For k ¢ {i1,41, -+ ,in, 1y}, we have ai = ay.
Further, we can remove the empty set (if it has positive time allo-
cation) from the scheduling with the normalization operations:

ay = fork=1,---,n.

Qg
1—ap’
We can then move on to pick another over-scheduled link and apply
the splitting procedure to make it exactly scheduled. The schedul-
ing & is then updated according to the splitting. Such a procedure
of splitting and schedule updating can be iteratively applied till all
over-scheduled links become exactly scheduled. As a result, the
final scheduling is still valid. []

The exact scheduling lemma has benefits in two aspects. a) It
allows a standard linear programming formulation of the network
flow problem over a wireless network, which will facilitate the the-
oretical analysis of DCG performance. b) It reduces computation
complexity in the DCG algorithm. In a non-standard LP problem,
extra computation overhead will be required to handle slack vari-
ables associated with those inequality constraints [11], if we want
to search a new entering column only over the IS columns.

4.3 Delayed Column Generation

Let u denote a vector of link costs. Consider the standard net-
work flow problem P

minimize u'r (11)
subject to:
Hr=g (12)
r=Wa«a (13)
la=1 (14)
r>0 15)
a>0. (16)

where the matrix W consists of all the independent sets (excluding
the empty set), with each column as one different independent set.
Consider that there are M non-empty independent sets can be used
for the optimization problem. Each independent set w,,, is a vector
of |£| elements, with

if link 7 is in this set
otherwise

Wi (4) :{ 6"
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The matrix W can be expressed as

Wi - W

| |
In the problem P;, the decision variables are r and c. The ob-

jective function is equivalent to u’'r + 0’cx. To get a standard LP

problem, we redefine the decision variables as x = (r', @’)’. The
cost vector ¢ = (u’, 0")’. Further we rewrite the condition (13) as

r—Wa=0 (18)

The problem P can then be reformulated as a standard LP problem
P2

W = a7

minimize ¢'x (19)
subject to:
Ax=Db (20)
x=0 @1
where
Hni-1)xje) | Ogni-1)xm
A= Leixiel | —Wigixm 22)
O1xg| lixwm
b = (g1x(n-1): O1x i) 1)- (23)

Note that the constraint (20) presents in a compact manner the con-
straints (12), (13), and (14). For the convenience of presentation,
we term the columns in A associated with all the ISs as right sub-
matrix and the other part as left sub-matrix.

The challenge to solve the problem P2 is that the number of
independent sets is in the order of 0(2‘6 ‘), and it is known that
searching all independent sets is an NP-hard problem. Even if all
the independent sets can be searched, the number of columns is so
large that it is impossible to generate and store the entire matrix A
in memory.

Experience with large problems indicates that, usually, most of
the columns never enter the basis, and we can therefore afford not
to ever generate those unused columns. The delayed column gen-
eration method [11] is a sequence of iterations. At the beginning of
an iteration, we have a basic feasible solution to the original prob-
lem, and an associated basis matrix. We search for a variable with
negative reduced cost, possibly by minimizing ¢; over all 4, i.e.,
solving the problem

minimize ¢; (24)
if none is found, the algorithm terminates. Suppose that we have
found some j such that ¢; < 0. We then form a collection of
columns A;, i € Q, which contains all of the columns that have
been selected before and the new entering one. We then define the
restricted problem

minimize Z CiT;

i€Q

Z AZIZ =b
1€Q

x>0

subject to

The solution from the restricted problem is another basic feasible
solution to the original problem and serves as the start point for
next iteration.

Selecting an initial basic feasible solution. We can select an
initial feasible solution by the following algorithm:



Step 1: Randomly select a link, and then search an MIS starting

from this link.

Step 2: Randomly select another link from the set of links that
have not been included in any of the existing MISs, and
then search an MIS starting from the selected link.

Step 3: Repeat Step 2 until all the links are covered.

If n MISs have been selected, we can get a scheduling that assigns
1/n of the time to each MIS. Then each link will have the capac-
ity at least w;/n, with w; the physical link capacity of link I. In
fact, each link capacity under the scheduling could be exactly de-
termined based on how many MISs it is involved in. Given the
link capacity under scheduling, a feasible commodity flow can be
easily constructed by setting it as the bottleneck capacity of a path
between the source and the destination. The set Q can include all
the columns in left sub-matrix and the columns associated with the
MISs scheduled. As we already constructed a basic feasible solu-
tion over such Q, we know that the restricted problem must have a
solution to start the DCG iterations.

THEOREM 1. The DCG problem to find an entering column
can be mapped to an MWIS problem.

PROOF. Note that when we apply the delayed column genera-
tion method, use matrix B to denote the matrix formed by columns
associated with the basic feasible variables x5 = B~ 'b. Define
p’ = cgB™ . To find a new column with improved solutions is to
find a column

¢ =c —pA;<0.

With delayed column generation, the candidate columns are only in
the right sub-matrix of A. For those columns, the associated cost
variables are all 0. To pick the one with the largest value of cost
reduction, the problem is

minimize — p'Aj. 25)
Let w; be the independent set vector contained in A ;. The mini-
mization problem (25) is then equivalent to

[N+[£]-1

>

i=|N|

minimize piw;(i — |N| +1)— DIN|+|L]|-
and further equivalent to

1£]

maximize Z(*pki Yw;i (i)

i=1

(26)

by defining k; =i+ M| —1. O

Remark: Note that an MWIS algorithm normally considers only
non-negative weights. However, in the MWIS problem shown in
(26), the weight associated with a link (i.e., —p;) may take either
negative or positive values. If some links have negative weights,
we can replace the negative weights with a weight of zero and runs
the MWIS algorithm. For the MWIS identified, we can exclude
those links originally having negative weights from the MWIS and
use the remaining set as our solution. It is not difficult to see that
such a method indeed gives the MWIS to the original problem with
negative weights. The problem that all links have negative weights
is a trivial problem, where the solution is just the link with the
largest weight. The proof of Theorem 2 in the below will show
that the MWIS problem of importance in this paper indeed involves
non-negative weights, so we will not have a trivial issue.
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Figure 1: Reformulation of the maximum flow problem as a
standard network flow problem.

4.4 DCG in the Maximum Flow Problem

The maximum flow problem can be reformulated as a standard
network flow problem as follows. We let the cost of every arc be
equal to zero and introduce a new infinite capacity arc (d, s) with
cost u(a,sy = —1, as shown in Fig. 1. Minimizing c'r in the new
network is the same as maximizing the flow x4 ) on the new arc.
Since the flow on the arc (d, s) must return from s to d through
the original network, maximizing x4, is the same as solving the
original maximum flow problem.

In the transformed network, the problem P2 needs to be updated
as follows. The decision variables are now x = (r(q,s),r’, '),
and the cost vector ¢ = (—1,01x(|z|4+a))- The truncated node-
arc incidence matrix H needs to add one more column (specifically,
as the first column) to include the new arc (d, s). The scheduling
constraints do not need to be changed. The arc (d, s) is a virtual
arc for modeling purpose. It does not interfere with any wireless
link. Also the virtual link has an infinite capacity, so does not need
an independent set based scheduling. Also, the external input rate
is 0 in the reformulated problem, i.e., g = 0. Thus, the problem
P2 is to be updated into the problem Pz, which has

Hinv-vxei+n | Ogvi—nxm
A= Ioix(ei+y ~Wiixm (27
015 (2141 lixnm
b = (0% (n—-1412)): 1) (28)
where
Lepcqeien = [ Ozpa | Tepxier ]- (29)

THEOREM 2. [fwe apply an approximation algorithm with the
approximation ratio f3 to solve the MWIS problem when search for
an entering column, the maximum flow solved under such an ap-
proximation algorithm will be at least 3 of the optimal solution.

PROOF. Note that we apply the delayed column generation method
to the maximum flow problem formulated above. Given a basic fea-
sible solution x5z = B~ 'b, we then have p’ = c¢3B~'. Further,
p'b=cEB 'b = cExp = piajsic < 0, where the last step is
due to ¢ = (—1,01x(jz|+a))" and a feasible solution x > 0.

To find a new column with improved solutions is to find a column

C; —p/Ai S 0

With delayed column generation, the candidate columns are only in
the right sub-matrix of A. For those columns, the associated cost
variables are all 0. To pick the one with the largest value of cost
reduction, the problem is to
minimize — p'A;.
It is equivalent to
1£]
minimize Zpkin (’L) — PIN|+|L|

=1



and equivalent to

|£]

maximize Z(*pki YW;i(3).

i=1
When the algorithm stops, we have
c — p/ A > 0/’
where —p| a4z €quals the network flow obtained. That is,

|£]
Zpkiwj(i) —PN|+lc] = 0 Vindependent set
i=1

equivalently,
|£]
Z(fpki)wj (1) £ —pa+1c) Y independent set (30)
i=1
Thus,
|£]
max ;(—pki)Wj(Z) < —PWi+iel (3D

When the MWIS problem is solved by an approximation algo-
rithm with an approximation ratio 8 (< 1), let max denote the
maximum value obtained with the algorithm and we can have

I£] |£]
— Dk (7 < m3 —Dk i(2 32
Bmax ;( pe, )W (i) | < ma ;( P )w; (i) | (32)
< —PIN|+ L] (33)
That is
I£] 1
o wi (i) | < —= 34
max ;( PrIW; (i) | < 5PN+ (34)
The dual problem of Ps is
maximize p’b
subjectto p’A <c'.
We now show that the vector p = (p1, - , Din|+|2]-1 %pIN\HC\)

is a feasible solution to the dual problem. The vector p is associ-
ated with the optimal solution of the restricted problem, where all
the columns involved are represented as set Q. For a column ¢ € Q
and associated with the basic variables, we have ¢; — p’A; = 0;
for a column 7 € Q and associated with the non-basic variables, we
have ¢; — p’A; > 0 (if not, the solution associated with p could
not be the optimal of the restricted problem). Given a vector p that
stops the DCG algorithm, we can see that replacing the last ele-
ment pi a4z With %pINH\L\ will not change the value of p’A;
for left-submatrix columns, since A;(JN| + [£]) = 0 for those
columns. Further the result in (34) ensures that ¢; — p’A; > 0 for
all the right-submatrix columns. In summary, ¢; — p’A; > 0 for
all columns of A and p is a dual feasible solution. Then, by the
weak duality, we have

A~/ 1 !l *
pb= FPINIHIE <cx (35)

That is

. 1
max flow = —c'x < *EPW\HC\ (36)
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The approximate solution

—PIN|+]z| = B x (max flow) (37)

O
4.5 DCG in the MCF Problem

Consider there are ' commodity flows over the network, with
source-destination pairs (s¢,dy) for f = 1,--- | F, respectively.
The multi-commodity flow (MCF) problem is to maximize the sum-
mation of all the commodity flows. We can also transform the MCF
problem to a standard network flow problem. Specifically, we in-
duce new infinite capacity arcs (dyf, s¢) for f =1,--- | F. We set
the link costs Udg,sp) = —1 for f = 1,---, F and a cost of zero
for all the other links.

‘We now need to determine the link flow allocation for every com-
modity. Thus we define for commodity flow f the vector

X5 = (P(a;.a),TF) (38)

where r indicates the flow allocation vector for commodity f over
the original network, i.e., ry is the vector of commodity f flow

allocation r{a’ p) for all links (a,b) € L. The decision variables are

x = (x1, - ,xp,a). (39)

Define the cost vector ¢y = (—1,0;z|). The cost vector for the
transformed network flow problem will be ¢ = (¢}, c5, - - -

Each commodity flow allocation ry needs to satisfy the flow con-
servation constraint. For flow f, the truncated node-arc incidence
matrix H needs to add one column (specifically, as the first column)
to include the newly induced arc (dy, s7); we use H to indicate
this updated matrix. Since the induced links are not confined by the
scheduling constraint, the matrix I defined in (29) applies to every
commodity flow.

Now the problem Pz is to be updated into the problem P4, which
has

Hl
H2
A=
HF
I I I W zixum

Lixnm
b = (01 (r(N|-1)+I2)) 1)

We define the first (|[£]| + 1)F columns of matrix A as left sub-
matrix and the leftover M columns as right sub-matrix. It is not
difficult to see that the DCG algorithm presented in Section 4.3 and
the theoretical analysis regarding the approximated MWIS algo-
rithm in Section 4.4 apply to the problem P4 too. We thus have the
following theorem.

THEOREM 3. [fwe apply an approximation algorithm with the
approximation ratio f3 to solve the MWIS problem when search for
an entering column, the MCF solved under such an approximation
algorithm will be at least [3 of the optimal solution.

4.6 DCG in MCF with Fairness Constraint

Ensuring fairness in resource allocation is an important issue.
According to [1], an MCF problem with fairness constraint can be
formulated as maximizing a factor A (< 1) where at least A - g 5
amount of throughput can be guaranteed for each commodity flow.
Here, g5, is the traffic requirement of commodity flow f. We also
transform the problem to a standard network flow problem simi-
larly to the construction in Section 4.5. We induce new infinite

!
, €, 01 01).



capacity arcs (dy,sy) and set the link costs wq, s,y = —1 for
f=1,--- F, and set a cost of zero for all the other links. With
the fairness constraint, we should have

forf=1,---,F. (40)

We still adopt the vectors x; and x defined in (38) and (39). Let
gr = (gs1, -+ ,gsp) denote the vector of traffic requirements of
all commodities. Define a (|£| + 1) x 1 vector e = (1,0, ---,0).
The constraints in (40) can be expressed in a matrix format as

T(dyg,sp) = Adsy

/

e X1 X1
e X2 X2
N [E1 E> EF]
el |xr XF
=\gr, 41)

where each sub-matrix Ef is a F' x (|£| 4+ 1) matrix, with only one
non-zero element E¢(f,1) = 1.
With X included, the new decision variable is defined as

i:()‘7x/].7"' 7X,F7a/)7 (42)
with the corresponding cost vector ¢ = (—1,0, - - - ,0). The prob-
lem P2 can then be updated to problem Ps with

[—gr E1 E» Er i
Hl
H2
A =
HF
I I .- 1 ~Wzixm
L Lixm

b = (0( (A1) (F4+1)4]2))x1> 1)

Again, the DCG algorithm and the theoretical analysis regard-
ing the approximated MWIS algorithm presented in previous cases
apply to the problem Ps too. We thus have the following theorem.

THEOREM 4. [fwe apply an approximation algorithm with the
approximation ratio [ to solve the MWIS problem when search
for an entering column, the MCF problem with fairness constraint
solved under such an approximation algorithm will be at least [3 of
the optimal solution.

5. DCG IN MR-MC NETWORKS

The DCG method can be applied to MR-MC networks based on
the multi-dimensional conflict graph technique developed in [9].
To facilitate understanding, we here briefly summarize the MDCG
technique presented in [9]. We use C to denote the number of
available channels and c a specific channel. Although c is used
as a link cost in previous sections, there will be no confusions of
notation due to the clear context in this section. We use M, to
denote the number of radios available at node a.

An MR-MC network can be interpreted as a multi-dimensional
resource space, with dimensions defined by links, radios, and chan-
nels. The MDCQG is to describe the conflict relationships among
the resource points, each represented as a link-radio-channel tuple.
Specifically, an LRC tuple p is defined in the format:

((a7 b)7 (ylh yb)7 C)'

The tuple indicates that link (a,b) operates on channel ¢, using
radios y, and y; at nodes a and b, respectively. Note that link
(a, b) can be mapped to M, x M, x C' LRC tuples in the MDCG.

Link-radio-channel tuple: 43)
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Multi-dimensional
Conflict graph

Network

B
2 radios)

A
(1 radio)

Figure 2: An illustration of MDCG construction [9].

There are two types of conflict relationships among LRC tuples in
the MDCG. One is interference conflict indicating that co-channel
transmissions (geometrically separated) conflict with each other
within the interference range. The other is radio conflict indicat-
ing that multiple transmissions (possibly over different channels)
contend for the same radio.

Consider an example of the MDCG. The left side of Fig. 2 shows
a small network with directed links and 2 available channels. The
right side illustrates the MDCG constructed. With the MDCG,
the IS-based scheduling could jointly give the solutions of link
scheduling, routing, channel and radio assignment [9].

For a network flow formulation over an MR-MC network, the
flow conservation constraint presented in Section 4.1 still applies.
The scheduling constraint presented in Section 4.2 needs to be up-
dated according to the MDCG. Let Z%, denote the mth independent
set over an MDCG and M? the set of all of the independent sets
over the MDCG. The scheduling constraint is updated as:

>

m:(a,b)ELH,

c((a,b),Igl)
AmW(q,p)

T(ab) < (44)

| MP]

Z am =1
m=1

where ¢((a,b),ZF,) denotes the operating channel of link (a,b)
when it is activated in the IS Z7,, and w{, ;) denotes the channel-
dependent capacity of link (a, ) in the multiple-channel context.
Note that the scheduling constraint (44) can conveniently exploit
the channel diversity to optimally utilize high-quality channels for
the maximum network capacity [9].

With the updated scheduling constraints (44) and (45), it can be
easily checked that all the analysis and theorems developed in Sec-
tion 4 remain valid in the MR-MC context. An implementation de-
tail is that each column of the matrix W now represents a tuple-link
based IS over the MDCG. In the implementation, we assume all
nodes have the same communication range and interference range
over all channels.

(45)

6. NUMERICAL RESULTS

In this section, we present numerical results to demonstrate the
performance of DCG. For the convenience of comparison with ex-
isting methods, we focus on the MCF problem with fairness con-
straint in an MR-MC network which is considered in [1] and [9].
Our goals are three-fold. 1) We study the efficiency of the DCG
algorithm by comparing its performance with three existing algo-
rithms — the joint routing, channel assignment and link schedul-
ing (RCL) algorithm proposed in [1], the random search of ISs [4]
over the MDCG (RS-MDCG), and the MDCG based scheduling
index ordering (SIO-MDCG) algorithm proposed in [9]. The per-
formance is measured in terms of achieved network capacity \*



(a) Grid topology (b) Random topology

Figure 3: Network topologies.

and the total computation time. 2) We then study the scalability of
our DCG algorithm versus the number of available channels, the
number of radios and the network size. 3) We compare the perfor-
mance of three MWIS approximation algorithms (i.e., the greedy
algorithm in [16], the LP-based algorithm that integrates the greedy
algorithm with a relaxed linear programming in [16], and the SRA
algorithm in [17]) in affecting the performance of the DCG algo-
rithm in Section 6.3.

In the following, all our results with the DCG algorithm are
based on the greedy MWIS algorithm [16], except in Section 6.3
where we explicitly compare the performance of different approx-
imate MWIS algorithms. The DCG algorithm is terminated if the
following two events happen: 1) no new entering column is found
by the MWIS algorithm; 2) the network capacity improvement in
one iteration has held less than 10™° for 100 iterations. The sec-
ond condition stems from our observation that, after a number of
iterations, the algorithm begins continuously finding new entering
columns which introduce very limited reduced cost (or have lit-
tle impact on the capacity). We set the RS-MDCG algorithm stop
searching for new MISs when it has already found 2 x 10° MISs.

We develop Matlab programs for each of the above algorithms.
We use CPLEX [15] within the Matlab environment to solve all
the LPs involved in the above algorithms. In the comparisons, the
computation time of each algorithm is measured as the total time
including independent set searching (not applicable to the RCL al-
gorithm) and LP optimizations. We run the program on a machine
with an 8-core and 3.4GHz CPU and 12GB RAM. Besides, the
codes are optimized to further avoid memory leak when solving
large-scale LPs. For instance, instead of storing the sparse inde-
pendent set matrix W, which is very memory expensive, we only
store the non-zero elements along with their associated positions
in the matrix. Intermediate variables are immediately cleared after
last use in order to save memory.

6.1 Performance Comparison

We consider two networks as shown in Fig. 3, each of which
has 25 nodes deployed within a 900m x 900m area. The commu-
nication range and interference range of each node are 250m and
500m, respectively. In the grid topology, each node is equipped
with 4 radios and there are totally 8 orthogonal channels available
to them; in the random topology, 9 orthogonal channels are avail-
able and each node has 3 radios. We assume that the channel ca-
pacities of all the tuples are the same and are normalized to 1 rate
unit. As marked in both figures, there are 3 commodity flows from
sources S1, S2, S3 to destinations d1, d2, ds, respectively. Each flow
demands a throughput of 3 rate units, i.e., the input to the source
nodes g; = 3. As a reference value, an upper bound of \* is also
calculated by solving an LP relaxation problem proposed in [1].
Note that this upper bound may not be practically feasible. For the
RS-MDCG algorithm, in order to achieve comparable capacity, we
fix the total number of independent sets to be searched at 2 x 10°.
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Table 1: Performance comparisons.

Network 1 with 8 channels and each node having 4 radios

computation time | number of independent

‘ A (seconds) sets used
Upper bound 1.0 — —

RCL 0.179 10.6 —
RS-MDCG 0.345 41771.0 2 x 10°
SIO-MDCG | 0.404 3485.28 31406

DCG 0.435 138.1 1008 (223 iterations)

Network 2 with 9 channels and each node having 3 radios

‘ A* computation time | number of independent
(seconds) sets used
Upper bound | 0.333 — —

RCL 0.125 23.68 —
RS-MDCG | 0.230 46313.22 2 x 10°
SIO-MDCG | 0.191 2620.25 28718

DCG 0.300 117.32 1118 (285 iterations)

Table 1 summarizes the comparison results. Generally, our al-
gorithm achieves the most preferable tradeoff between network ca-
pacity and computation time for both topologies. First, we observe
that the DCG algorithm achieves the best capacities with the least
computation time among all the three MDCG based algorithms. In
fact, both RS-MDCG and SIO-MDCG first find a large amount of
maximal independent sets, and then input them into the LP prob-
lem P5 which solves the optimal capacity and scheduling jointly.
During searching for independent sets, RS-MDCG just applies ran-
dom search while the SIO-MDCG does so in a more managed way
by taking critical independent sets into account [9]. However, the
importance of each independent set to the problem has not been
fully explored. Alternatively, the DCG algorithm searches for a
new entering independent set in each round which can definitely
improve the objective. As the table shows, the DCG algorithm
uses only around 1000 ISs (among them 785 and 833 sets are ini-
tial ISs) in both networks, respectively. These numbers are signifi-
cantly smaller than those used by the RS-MDCG and SIO-MDCG
algorithms. Second, although the RCL algorithm takes the short-
est time, its final capacity is significantly low (less than 50% of the
capacity achieved by the DCG algorithm).

6.2 Scalability Evaluation

6.2.1 The impact of number of channels

Consider both networks shown in Fig. 3 with the number of
available channels ranging from 1 to 10. From the results shown
in Fig. 4, we have the following observations. 1) For all the four
algorithms, the network capacity basically increases proportionally
with the number of available channels. 2) The DCG algorithm al-
ways achieves the highest capacity. Moreover, as shown in Fig.
4(b) and 4(d), the computation time of DCG is significantly lower
than that of RS-MDCG (its computation time is longer than 6000
seconds and thus omitted from the figures) and of SIO-MDCG. Al-
though the RCL algorithm takes the shortest time, its achieved ca-
pacity is significantly lower than all the other three algorithms. 3)
The computation time of the SIO-MDCG algorithm is exponential
in the number of channels. However, roughly speaking, both the
DCG and RCL algorithms run in time polynomial in the number of
channels. Such polynomial relationship for the RCL algorithm has
been proved in [1]. For the DCG algorithm, we further explore it
in Section 6.2.3.

6.2.2 The impact of number of radios

Based on the observations above, only the SIO-MDCG algo-
rithm is comparable to our SIO-MDCG algorithm in terms of both
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Figure 4: Impact of multi-channels. (a-b) Grid topology with 4
radios; (c-d) random topology with 3 radios.

network capacity and computation complexity. Therefore, we only
compare the performance of the DCG and SIO-MDCG algorithms
in the following. We consider the random topology with the num-
ber of radios varying from 1 to 4. The results for the grid topol-
ogy are similar and hence are omitted. In addition, in Fig. 5(a)
and 5(b), the results for SIO-MDCG with 4 radios and more than
5 channels are omitted because the algorithm’s computation time
is excessively high while the resultant network capacities are very
close to the curve corresponding to 3 radios.

In Fig. 5, we can observe for both algorithms that when there
are less than 4 channels available, the number of radios does not
have significant impact on the network capacity; in other words, all
the four channels can be exploited even with just one radio. The
explanation is that in that range, the optimal resource allocation for
the highest network capacity is to assign the links within an inter-
ference neighborhood each a different channel [20]. When there
are still more channels available than the number of links in an in-
terfering neighborhood, which can then be exploited by the extra
available channels. In Fig. 5, there are also ranges that the capac-
ity curves become flat, where all the available radios are fully used
and can not exploit the extra available channels. Furthermore, the
exponential growth of the computation time of the MIO-MDCG al-
gorithm is clearly shown in Fig. 5(b). In contrast, the computation
complexity of the DCG algorithm is polynomial in the number of
radios as shown in Fig. 5(d).

6.2.3 The impact of network size

In this evaluation, we generate a number of networks with nodes
randomly deployed within linearly expanded areas, where the node
density maintains the same as that of the random network shown
in Fig. 3(b). There are 5 channels available and each node has 3
radios. We consider 3 commodity flows where their sources and
destinations are randomly chosen in each of the networks. From
the results shown in Fig. 6(a), the network capacities by the two
algorithms are almost flat versus the network sizes, but the DCG
always performs better than the SIO-MDCG. Such flat shapes are
reasonable since the network density is fixed. As the network scale
grows, the computation complexity of the SIO-MDCG algorithm
climbs much faster than that of the DCG algorithm, as shown in
Fig. 6(b).
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Since the tuple-based independent sets have been used in the
MR-MC networks, we here more directly demonstrate the algo-
rithm complexity versus the number of tuples. We collect all the
data for the DCG algorithm in Fig. 4(b) and 5(d) and re-present
them in Fig. 7 as a function of the square of the number of tuples.
We can see that the computation time is almost linear to the square
of tuple numbers. In fact, fixing the network topology, the number
of tuples is proportional to the product of the number of channels
(C) and the square of the number of radios ((max{M,})?). There-
fore, these results show that our DCG algorithm is polynomial in
time, and the complexity is in the order of O (C*(max{Ma})*).

6.3 Comparison of MWIS Algorithms

With thorough examinations, we find that the major amount of
the computation time in DCG is spent by the embedded MWIS al-
gorithm. Therefore, in this part, we study the impact of the MWIS
algorithm on DCG by comparing the performance with three MWIS
approximation algorithms: the greedy algorithm [16], the LP-based
algorithm [16], and the support ratio algorithm (SRA) [17]. We use
the random network as shown in Fig. 3(b) with 9 available channels
and 3 radios. From Fig. 8, we observe that the simple greedy algo-
rithm converges extremely faster than the other two without sacri-
ficing the network capacity. This is reasonable since both SRA and
LP-based algorithms have higher computation complexity than the
greedy algorithm. Another observation is that by the three algo-
rithms, the network capacity curves all experience a sharp increas-
ing period.
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7. CONCLUSION

The network capacity of a multi-hop wireless network is funda-
mentally determined by independent set based scheduling. Search-
ing all ISs over a conflict graph for scheduling is NP-hard in gen-
eral. In this paper, we systematically study the performance of the
delayed column generation method in solving network flow prob-
lems augmented with IS-based scheduling, and contribute some
original theoretical analysis of the performance of DCG. Exten-
sive numerical results have been presented to demonstrate that the
DCG algorithm achieves the most preferred tradeoff between net-
work capacity and computation time among the RCL, RS-MDCG
and SIO-MDCG algorithms, and is also scalable versus the number
of channels, the number of radios, and the network size. In addi-
tion, as for the embedded MWIS algorithm in DCG, it has been
shown that the greedy approximation algorithm is a good option
for both the performance and the complexity.

8. ACKNOWLEDGMENTS

This work was supported in part by the NSF under grants CNS-
1053777 and CNS-1320736.

9.
(1]

REFERENCES

M. Alicherry, R. Bhatia, and L. Li, “Joint channel
assignment and routing for throughput optimization in
multi-radio wireless mesh networks,” in Proc. ACM
MobiCom, pp. 58-72, Aug. 2005.

W. Wang, X. Liu, and D. Krishnaswamy, “Robust routing
and scheduling in wireless mesh networks”, in Proc. IEEE
SECON, pp. 471-480, 2007

L. Badia, A. Erta, L. Lenzini, and M. Zorzi, “A general
interferenceaware framework for joint routing and link
scheduling in wireless mesh networks”, IEEE Network, vol.
22, no. 1, pp. 32-38, Jan./Feb. 2008

K. Jain, J. Padhye, V. Padmanabhan, and L. Qiu, “Impact of
interference on multihop wireless network performance”, in
Proc. ACM MobiCom, pp. 66-80, 2003.

(2]

(3]

(4]

32

(5]

(6]

(7]

(9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

W. Li, X. Cheng, T. Jing, Y. Cui, K. Xing, and W. Wang,
“Spectrum assignment and sharing for delay minimization in
multi-hop multi-flow CRNs, ” IEEE J. Sel. Areas Commun.,
vol. 31, no. 11, pp. 2483-2493, Nov. 2013.

K. N. Ramachandran, E. M. Belding, K. C. Almeroth, and
M. M. Buddhikot, “Interference-aware channel assignment
in multiradio wireless mesh networks”, in Proc. IEEE
INFOCOM, pp. 1-12, 2006.

J. Tang, S. Misra and G. Xue, “Joint spectrum allocation and
scheduling for fair spectrum sharing in cognitive radio
wireless networks,” Computer Networks, vol. 52, no. 11, pp.
2148-2158. 2008.

H. Li, Y. Cheng, X. Tian, and X. Wang, “A generic
framework for throughput-optimal control in MR-MC
wireless networks,” in Proc. IEEE INFOCOM, Orlando,
Florida, Mar. 25-30, 2012

H. Li, Y. Cheng, C. Zhou, and P. Wan, “Multi-dimensional
conflict graph based computing for optimal capacity in
MR-MC wireless networks”, in Proc. IEEE ICDCS, Genoa,
Italy, June 21-25, 2010.

1. Ho, P. Lam, P. Chong, and S. Liew, “Harnessing the High
Bandwidth of Multi-radio Multi-channel 802.11 n Mesh
Networks,” IEEE Trans. Mobile Computing, vol. 13, no. 2,
pp. 448-456, Feb. 2014.

D. Bertsimas and J. N. Tsitsiklis. “Introduction to linear
optimization”, Athena Scientific, 1997.

P. Bjorklund, P. Varbrand, and D. Yuan. “Resource
optimization of spatial TDMA in ad hoc radio networks: A
column generation approach”. In Proc. IEEE INFOCOM,
2003.

S. Kompella, J. E. Wieselthier, and A. Ephremides.
“Multi-hop routing and scheduling in wireless networks
subject to SINR constraints.”, 46th IEEE Conference on
Decision and Control, 2007.

J. Luo, C. Rosenberg, A. Girard, “Engineering wireless mesh
networks: joint scheduling, routing, power control, and rate
adaptation,” IEEE/ACM Trans. Netw., vol. 18, no. 5, pp.
1387-1400, Oct. 2010.

IBM ILOG CPLEX Optimizer.
http://www.ilog.com/products/cplex/.

A. Kako, T. Ono, T. Hirata, and M. M. Halldérsson.
“Approximation algorithms for the weighted independent set
problem in sparse graphs." Discrete Applied Mathematics,
vol. 157, no. 4, pp. 617-626, 2009.

S. Balaji, V. Swaminathan, and K. Kannan. “Approximating
Maximum Weighted Independent Set Using Vertex
Support.”, World Academy of Science, Engineering and
Technology, 35, 2009.

V. S. Anil Kumar, M. V. Marathe, and S. Parthasarathy,
“Algorithmic aspects of capacity in wireless neworks,” in
Proc. ACM SIGMETRICs, pp. 133-144, 2005.

X. Lin and S. Rasool, “Distributed and provably-efficient
algorithms for joint channel-assignment, scheduling and
routing in multi-channel ad hoc wireless networks,"
IEEE/ACM Trans. Networking, vol. 17, no. 6, pp.
1874-1887, Dec. 2009.

P. Kyasanur and N. H. Vaidya, “Capacity of multi-channel
wireless networks: Impact of number of channels and
interfaces,” in Proc. ACM MobiCom, Aug. 2005, pp. 43057.
P. Gupta and P. R. Kumar, “The cpacity of wireless
networks,” IEEE Trans. Inform. Theory, vol. 46, no. 2, pp.
388404, Mar. 2000.




 
 
    
   HistoryItem_V1
   TrimAndShift
        
     Range: all pages
     Trim: fix size 8.500 x 11.000 inches / 215.9 x 279.4 mm
     Shift: move down by 23.83 points
     Normalise (advanced option): 'original'
      

        
     32
            
       D:20140623095753
       792.0000
       US Letter
       Blank
       612.0000
          

     Tall
     1
     0
     No
     795
     352
     Fixed
     Down
     23.8320
     0.0000
            
                
         Both
         10
         AllDoc
         10
              

       CurrentAVDoc
          

     Uniform
     0.0000
     Top
      

        
     QITE_QuiteImposingPlus2
     Quite Imposing Plus 2 2.0
     Quite Imposing Plus 2
     1
      

        
     9
     10
     9
     10
      

   1
  

    
   HistoryItem_V1
   TrimAndShift
        
     Range: all pages
     Trim: fix size 8.500 x 11.000 inches / 215.9 x 279.4 mm
     Shift: move left by 7.20 points
     Normalise (advanced option): 'original'
      

        
     32
            
       D:20140623095753
       792.0000
       US Letter
       Blank
       612.0000
          

     Tall
     1
     0
     No
     795
     352
    
     Fixed
     Left
     7.2000
     0.0000
            
                
         Both
         10
         AllDoc
         10
              

       CurrentAVDoc
          

     Uniform
     0.0000
     Top
      

        
     QITE_QuiteImposingPlus2
     Quite Imposing Plus 2 2.0
     Quite Imposing Plus 2
     1
      

        
     9
     10
     9
     10
      

   1
  

 HistoryList_V1
 qi2base





