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ABSTRACT

This work addresses the challenge in providing reliable com-
munication in mobile networks with intermittent, on/off links
through the use of a routing overlay designed to deal with
these channel impairments. Link blockage is a predominant
feature of mobile networks operating at 10+ GHz frequen-
cies, and current techniques are ill-suited to address this
problem. We present an approach comprised of multiple-
path routing with end-to-end coding, queue-length-based
congestion control, and a negative acknowledgement (NACK)
loss-recovery scheme; these are implemented in an IP-overlay.
The demonstrated scenario consists of two clusters of mo-
bile ground vehicles operating in an “urban canyon” envi-
ronment. Blockage occurs on satellite links connecting the
clusters. Through the use of interactive displays, demo par-
ticipants gain an understanding of routing behavior.
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1. PROBLEM AND APPROACH
Mobile wireless networks can be subjected to channel block-

age, where obstructions in the environment lead to on/off
link behavior. Blockage is predominant in systems that op-
erate at frequencies of tens of GHz, including mobile satel-
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Figure 1: Comparison of durations and techniques
to combat outages.

lite communication (satcom) systems, as presented in this
demonstration, as well as projected future commercial wire-
less networks, as shown by channel measurements in unli-
censed bands [2, 3].

Especially challenging are recurring link blockages that
last on the order of seconds. As shown in Fig. 1, solutions
to combat small-scale fading, which causes outages lasting
micro- or milli-seconds, are available for use in current sys-
tems, but would impose large delays when applied to longer
outages. On the other hand, outages lasting minutes or
longer are handled by current routing protocols. This in-
cludes routing protocols developed for the delay/disruption-
tolerant networking paradigm, where a communication link
between a pair of nodes only exists occasionally, as governed
by the node pairs’ inter-contact time. By contrast, in our
scenario, communication links between pairs of nodes are
persistent, but the link is sometimes blocked. Our focus is
on link blockages that span seconds, as determined by the
speed of the mobile and size of the obstruction. This prob-
lem is not addressed by current techniques.

We argue that the best way to combat blockages at these
timescales is at and above the network layer. We demon-
strate an approach consisting of three components.

• Concurrent routing over multiple paths, which pro-
vides robustness to blockages on any single link or
path, coupled with end-to-end block coding, which im-
proves efficiency by enabling the transmission of non-
redundant data on different paths;

• queue-length-based congestion control and a loss re-
covery scheme that uses NACKs indicating the defi-
ciency in decoding particular blocks; and
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Figure 3: Snapshot of two clusters of mobile nodes connected by satellite (center node). Filled circles indicate
satcom-enabled nodes, and an × indicates blockage. Lines above nodes show logical overlay routes, where
each hop of the route initiates and terminates at an overlay node. Lines below nodes show the corresponding
underlay routes, as chosen by the underlay routing protocol; line thickness indicates relative traffic intensity.

Figure 2: Overhead view of Cambridge, Mass., with
satellite link conditions overlaid on roads [1]. Yel-
low: unblocked. Red: blocked.

• an IP-overlay implementation, which provides compat-
ibility with current systems and the option of deploy-
ment to a subset of network nodes.

We refer to this collection of techniques as the“routing over-
lay” approach.

2. DEMONSTRATION
We demonstrate the problem and the routing overlay ap-

proach in a scenario with urban satcom blockage. The net-
work consists of two clusters of ground mobile vehicles; clus-
ters are connected by satellite. Within each cluster, nodes
communicate over a fully-connected wireless network with
error-free, fixed-rate links. Four of the seven nodes in each
cluster are satcom-enabled and their satcom links can ex-
perience blockage. The blockage realizations use data from
field measurements in Massachusetts for EHF satcom [1].

This scenario is setup and executed in a network simula-
tor, and the routing overlay approach operates as follows.

• There are three static overlay paths. Random lin-
ear coding over GF(256) with blocks of twelve packets
(1400 bytes/packet) is performed as described in [4].
Initially four coded packets are sent on each path.

• The congestion controller operates by tracking and
constraining the largest queue among all overlay nodes

on all paths. A delay-based algorithm is used to esti-
mate capacity on overlay edges, i.e., between pairs of
overlay nodes. The error recovery scheme sends ad-
ditional coded packets, as needed, equally among all
paths.

• All of the above is implemented in a standalone engine
that interfaces with IP and UDP. Only satcom-capable
mobile nodes are overlay nodes. A single-path routing
protocol (OSPFv3) runs in the underlay network to
provide routes between overlay nodes.

The demonstration provides multiple displays, synchro-
nized in time, and showing the environment and satellite
link conditions (e.g., Fig. 2), the operation of a baseline
set of routing and transport protocols, the operation of the
routing overlay approach (e.g., Fig. 3), and file transfer ap-
plication performance. It is interactive: participants can
enable/disable views of different traffic flows and can pause,
fast-forward and rewind to watch blockage state changes and
the corresponding behavior of routing. This demonstration
provides a means of understanding and visualizing the oper-
ation of routing protocols, which is especially challenging in
large networks and networks with multiple routing layers.
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